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Abstract

Manufacturing firms are facing a “competitive gridlock” despite
implementing strategic organizational and technological changes. Building
on the product-process matrix and developments in organizational learning,
we develop a two-level model that focuses on balancing the decisions related
to the short-term and long-term organizational activities at both the firm and
manufacturing levels dynamically. The mode! indicates that the system
behavior is likely to be dynamically robust as environmental uncertainty
increases, suggesting that the set of drivers (practices and capabilities) of
competitiveness fends to be bounded; the elements of this set are Jikely to be
closely integrated across the two levels.
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UNDERSTANDING THE RELATIONSHIP BETWEEN
MANUFACTURING STRATEGY AND COMPETITIVENESS:
TOWARDS A DYNAMIC APPROACH

1. Introduction

Manufacturing firms are facing a “competitive gridlock” despite
implementing  strategic organizational and technological changes
(Skinner, 1996). In this paper, we consider a dynamic approach to
understand the “missing link” between the firm and manufacturing
strategies (Skinner, 1969) under environmental uncertainty resulting
from changes in customer preferences, governmental regulations,
technology, and competitors. Can this “missing link” be explained in
terms of the practices and capabilities related to manufacturing that
shape the competitive advantage of firms? As competition intensifies
and the product and process life cycles become shorter and shorter — a
trend observable in most manufacturing industries — there is an
increasing emphasis on manufacturing operations to implement
practices and develop capabilities that enhance competitiveness. In order
to maintain this emphasis, the effective utilization of a firm’s knowledge
as new products and processes, and corresponding operational practices
are implemented at an extremely fast pace, tends to be critical to the
survival of manufacturing firms (Bohn, 1994). Recent studies in
strategic management have also alluded to the knowledge and
capabilities of firms as sources of manufacturing competitiveness.

Considering manufacturing strategy as a functional strategy within the
hierarchy of a firm (Swamidass and Newell, 1987), this paper focuses
on gaining an understanding of how the epistemic variables —
manufacturing practices and competitive capabilities — can generate
sustainable competitive advantage for a firm. The aim is to examine the
critical link between strategic decisions related to manufacturing
competitiveness at two levels — manufacturing operations and firm — in
the face of changes in the external environment. Therefore,. the
objectives of this paper are threefold: first, to develop a framework for
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understanding  the link between manufacturing strategy and
competitiveness; second, to explore the strategic decision making
processes at levels within the firm in the context of the changing
external environment, and develop an analytical model that captures
these processes and their interactions; and third, to understand the role
of manufacturing in firm competitiveness and illustrate the nature of
drivers of competitiveness.

The following section is an overview of the extant literature on
competitiveness. The subsequent section outlines a conceptual
foundation that describes decision-making processes at levels within the
firm. The next section develops an analytical model that captures the
processes at manufacturing business unit and firm levels and
interactions between them. Later, we examine the implications of the
model for linking manufacturing strategy to competitiveness. The
subsequent section describes the nature of determinants of
competitiveness. The paper concludes with remarks on implications of
the model-based approach for theory and practice.

2. Theoretical Background

This section reviews the relevant literature on strategic decisions that a
firm needs to make under different environmental conditions in order to
be competitive, thereby providing a theoretical background for
development of a conceptual framework in the following section. The
rate and extent of change in a manufacturing firm’s environment is
reflected by the events, which characterize the processes in the
environment. Some authors have also characterized the rate and extent
of change in a firm’s environment using the terms “clockspeed”
(Mendelson and Pillai, 1998). These events determine the fitness
landscape that the firm needs to adapt to. When the rate and extent of
change in the environment is extremely high, this landscape tends to be
“rugged.” This is because the firm has to adapt to frequent and ongoing
changes in the environment very rapidly. On the other hand, when the
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rate and extent of change is relatively low, the landscape is even with
few “peaks.”

The processes operating in a firm’s environment are illustrated in the
selection of, for example, technologies implemented and “best
practices” developed by different firms in an industry. Usually, there are
several technologies competing for implementation by manufacturing
firms (Arthur, Ermilov, and Kaniovski, 1987). Increasing returns to
implementation of technology may drive the industry to a single
dominant technology. For example, a dominant technology could
emerge as a result of implementation of flexible manufacturing systems
by firms, thereby modifying the industry environment itself, As in the
case of selection of a dominant technology, innovator firms in an
industry seem to generate best practices by experimentation, while
imitator firms tend to deploy these practices gradually at lower
additional cost to them. The best practices of the innovator firms are
selected in a Schumpeterian sense by “creative destruction”, that is,
using combinations of knowledge (and associated capabilities) that
already exist (Nelson and Winter, 1982: 277).

The selection processes occur in a path-dependent manner with small
changes in the events early on selecting the technology and “best
practice” that eventually survives. It is difficult to say a priori which
technology or practice will dominate the firm environment. The
technology or “best practice” that becomes dominant, or the structure
that emerges, need not be the best; events early on can “lock in” the
system into an inferior technology or practice. Once a single structure
emerges and becomes self-reinforcing, it is difficult to change it,
Therefore, a firm’s competitiveness depends on its ability to adapt to the
“fitness” landscape or changes in the external environment. In other
words, competitiveness is the ability of a manufacturing firm to not only
be profitable in the short-run, but also be able to survive and prosper in
the long run.



The adaptive activities of the firm — that result from the strategic
organizational and technological changes — develop the knowledge and
the associated capabilities to adapt to the fitness landscape in the firm’s
environment. The developments in the business strategy literature also
referred to as the resource-based view focus on the formation of
knowledge based on these activities and argue in favor of internal
sources of a firm in obtaining a competitive advantage. More
specifically, this view argues in favor of knowledge generated as a result
of the activities related to the interaction between the organization and
technology. The consensus of the resource-based view is that the
seminal work of Penrose (1959) provides the appropriate vantage point
to understand the firm activities that contribute to knowledge.

The manufacturing firm’s adaptive activities, resulting from the strategic
changes, exhibit two interdependent properties, which seem to be
similar to the processes of selection in its environment. The first
property is the path-dependent nature of these adaptive activities (Cyert
and March, 1963). Since the knowledge and associated capabilities of
firms developed in a path-dependent manner, this knowledge is unique
and therefore its replication is a difficult and uncertain undertaking
(Lippman and Rumelt, 1982: 420). The second property is the presence
of a structure or the formation of “organizational routines” that emerge
from engaging in activities over time. These routines embody a firm’s
knowledge and are sources of building capabilities, through constantly
reconfiguring this knowledge, in a dynamic manner. As a firm’s

experience is unique, capabilities cannot be acquired but they must be
built.



3. Conceptual Foundation

The external environment of manufacturing firms can be considered as
the source of events and their associated selection processes that create
opportunities and threats for individual firms, and hence trigger their
strategic choices. There are two main characteristics of the firm
environment — resource dependency and informational complexity — that
contribute to the environmental uncertainty (Scott, 1992). The first
characteristic focuses on the environment as stocks of resources, while
the second concentrates on the availability of information. The external
environment influences, and is influenced by, the manufacturing firm in
two interdependent ways. First, the external environment leads to the
implementation of those organizational and technological changes by
firms, which could contribute to competitiveness. These changes seem
to be guided by the processes of selection operating in the external
environment. Second is the promotion of coordination of adaptive
activities within the manufacturing firms that render effective decision-
making and utilization of distributed knowledge within the firm. The
capabilities that are necessary for survival are dependent on the
selection environment. For example, in pharmaceutical manufacturing,
firms need to be able to produce materials at extremely high purity
levels, consistently.

From an operations standpoint, manufacturing strategy consists of two
interdependent elements — manufacturing practices and competitive
capabilities  (Anderson, Cleveland, Schroeder, 1984; Hayes,
Wheelwright, and Clark, 1988; Miller and Roth, 1994; Voss, 1992).
Manufacturing practices refer to the technological and organizational
changes that a firm makes to enhance its competitiveness through
manufacturing. Understanding these practices and their impact on
competitiveness is at the core of strategic management of manufacturing
operations, and its overall contribution to firm competitiveness. The
manufacturing practices can be classified into structural and
infrastructural changes. Decisions related to structural changes form the
“bricks and mortar” and are therefore considered to have long-term
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implications. Examples of these decisions are those related to size,
capacity and equipment vintage of manufacturing operations. Decisions
related to infrastructural changes are those that determine how the
manufacturing operations are managed. Typically, these decisions are
under the direct control of the manufacturing operations managers, and
are easier to change because they do not require the large and costly
modifications that structural changes do. Infrastructural changes are
those related to equipment, quality, inventory, workforce and confusion-
engendering activities (like, new product introductions and product
variety) in manufacturing operations.

The second element of manufacturing strategy is competitive
capabilities, which deals with what manufacturing operations must
accomplish. This is achieved by the effective use of knowledge related
to manufacturing and other functions in the firm in response to
environmental uncertainty. New product development is an example of
a critical competitive capability, which requires integration of different
types of specialized knowledge in several areas. While development of
some products is the result of the application of new knowledge,
development of others results from reconfiguring existing knowledge to
develop “architectural innovations." In order to adapt to changing
environmental conditions, the competitive capabilities should have both
a relatively short-term, and a long-term orientation. An important
question is the critical balancing between short-term survival and the
long-term development of capabilities. “Competitive advantage requires
both, exploitation of existing internal and external firm-specific
capabilities and exploration in developing new capabilities.” (Kogut and
Zander, 1987: 393).



4. Analytical Foundation

We conceptualize strategic decision-making processes at the firm and
manufacturing levels as “streams” of organizational activities
(Mintzberg, 1978; Spender, 1980) that contribute to firm's knowledge.
Considering activities as “eclements” of the decision-making processes
aids not only in an understanding of the nature of strategic processes but
also allows one to link the dynamics at the levels in a fundamental
manner (Porter, 1991). Building on the product-process matrix (Hayes
and Wheelwright, 1979) and organizational learning theory (March,
1991), adaptive activities within the manufacturing firm can be
categorized into those that relate to the current demands of the
environment and those related to the future demands of the environment.
These two types of activities are focused on the short and long-term
changes that also reflect the manufacturing firm’s strategic position on
the product-process matrix.

Activities related to future changes in the industry environment are
long-term activities. The purpose of such adaptive activities is to ensure
the survival and prosperity of a firm and its manufacturing operations in
the future. At the firm level, the long-term activities could result from
decisions related to changes in the external environment, such as those
related to diversification, allocation of resources to development of
technologies, and identification of new consumer markets can be
included in this category. The long-term manufacturing activities,
resulting from the strategic organizational and technological changes,
could include experimentation with new process technology and
equipment designs, or experimentation with new product designs, or
both. A product structure that requires a low volume high
standardization and a process structure that corresponds to a jumbled
flow or job shop would concentrate on long-term adaptive activities.
The unrestrained growth in long-term activities at each of the two levels
can be represented as follows:
Ay = xjpqy —xy = kg (1)



The above equation represents the change in number of activities from
xie) 10 x0ver a time Acat the ith level. x, denotes the number of long-

term activities taking place at the ith level at time ¢ — level 1 corresponds
to the manufacturing operations and level 2 corresponds to the firm
level. «; denotes the relative strength of long-term and short-term

activities at the ith level. This parameter represents the intrinsic growth
rate of activities at the ith level — that is, the rate at which long-term
activities “grow” in the absence of “competition” from short-term
activities.

Activities related to current changes in the external environment are
short-term activities. At the firm level, these activities could be
generated by self-reinforcing mechanisms described earlier. Similarly, at
the manufacturing operations level, the short-term activities could
include modification and refinement of existing products, equipment,
process technologies and manufacturing practices aimed at high volume,
reliable and replicable production. The purpose of such activities is to
ensure the survival and prosperity of firm and its manufacturing
operations in the present. A product structure that consists of high
volume and a high degree of standardization and a process structure that
is a continuous flow shop correspond to a focus on long-term activities.
Analytically, the short-term activities at each of the two - levels (7 =1,2),
in absence of influence from the other level, can be represented by
modifying Equation (1) using the feedback parameters «;:

Ay = i A = (o [ Xy Aty (2)

Engaging exclusively in either short or long-term activities is potentially
self-destructive for an organization — firm or its manufacturing
operations. The increasing returns to short-term adaptive activities could
increase the opportunity cost of engaging in activities related to long-
term changes. This is referred to as the success trap. A firm, whose
manufacturing activities, focus only on high-volume production of its
existing products is likely to find it extremely difficult to make an agile
transition to high volume production of new line of products. On the




other hand, firms and their operations engaged exclusively in long-term
activities can be turned into frenzies of experimentation and change by a
dynamic of failure — “the escalation of commitment to a course of
action” (Staw, 1981). This is referred to as the failure trap.
Concentrating purely on long-term activities can also be self-destructive
because an organization is never likely to benefit from the returns of its
knowledge gained from experimentation. Manufacturing operations that
focus exclusively on experimenting with new product and process
designs, and make no efforts toward attaining commercially reliable and
replicable production volumes — to qualify for market orders (Hill,
1998) — are unlikely to survive for very long. A diagonal position in the
product-process matrix corresponds to a proper match between product
and process structures. An off-diagonal strategic position represents a
mismatch that can result in unnecessarily high cost — for example, a firm
operating its manufacturing as a job shop that produces only one product
(resulting in opportunity cost), or a firm that uses continuous flow for its
operations that undergo numerous equipment changeovers to several
products demanded only in very low volume (resulting in cash costs).

Thus, the extent of focus on the short and long run can be used as a
basis for understanding the interaction between the dynamics of firm
and manufacturing activities. Given the streams of long-term and short-
term activities, the effectiveness of these activities in gaining a
competitive advantage (in a firm’s external environment) is the result of
strategic fit, that is, the consistency between the competitive advantage
that a firm seeks and the competitive capabilities and manufacturing
practices that it uses to achieve that advantage. Critical to understanding
this interaction or the missing link is the extent to which the adaptive
activities at the firm and manufacturing operations levels are consistent
with one another (Hayes and Wheelwright, 1984). Too often top
management overlooks manufacturing’s potential to strengthen or
weaken a company’s competitive ability. For example, if top managers
are unfamiliar with the process technology and leave the choice to
technical managers, then the firm may end up with sophisticated, but
inflexible, automated technology, while it may pursue a strategy of wide
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product variety and cost-efficiency that could be supported better with a
relatively low-technology process equipment. Similarly, changes in
engineering design specifications may not be consistent with the
strategic decision-making processes at the firm level. This consistency
can be included in the model by using a product term that represents the
activities at the two levels by incorporating the consistency parameters

ay (i=j;/=12):

Ay = iy A = (o fc; Nocpxy 5y = ey foci iy ), (3)
xj, 18 the unrestricted growth in the long-term activities at the jth level as
in Equation (1).

Since we have already discounted the possibility of pure focus on either
short or long-term activities, at the two levels, the strategic decisions
should result in sufficient long-term activities at the firm level and short-
term activities at the manufacturing operations level and vice versa, in
order for the manufacturing firm to be competitive. In the former case,
the long-term activities at the firm level could influence (measured with
a,,) the manufacturing operations negatively, as short-term activities at
this level would leave the manufacturing operations unprepared for any
potential decisions taken at the firm level. However, the adaptive
activities at the manufacturing operations level might contribute
positively (measured with a,;) in the short-run towards high-volume
production. For example, Hewlett Packard (HP) has focused primarily
on the left hand quadrant of the product-process matrix (low volume and
a job shop flow) in order to adapt to the environmental changes. The
practices and capabilities of HP are directed mainly towards new
product development and introduction. As a result, the decisions at the
manufacturing operations level do not emphasize any changes to the
processes unless required to do so by the firm level decisions related to,
say, mnext generation of products. When this happens, new
manufacturing processes are likely to be adapted, on an as-needed basis,
from other industries where they are already well-developed, as in the
use of postponement or delayed product differentiation (Feitzinger and
Lee, 1997). Process and product transfer that are more important
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decisions at the firm level, not new process development or radical
process innovation, become management’s chief concerns when
contemplating changes in manufacturing operations.

On the other hand, the firm level decisions could focus on short-term

activities and the manufacturing operations level could engage in long-

term activities. This situation means that there are two possible
situations that relate to the consistency of the decision-making processes
at the two levels. The first could have a positive impact on the strategic
decisions at the manufacturing operations level, as the firm’s operations
would be able to cope with changes in the external environment. An
example of a company that has followed this option is Texas
Instruments (T1). TI often temporizes while other companies do much of
the early product innovation (in the upper left-hand quadrant of the
product-process matrix) until it identifies an appropriate entry point.
After 1t enters, it uses its skills in process innovation through its
manufacturing practices and capabilities to push rapidly down the
product-process matrix diagonal, displacing some of the product’s
original developers, who neglected whether intentionally or
unintentionally, to develop similar skills.

In the second situation in which the firm level decisions are focused on
short-term activities, there could be a negative impact on strategic
decisions at the manufacturing operations level because the benefits of
the knowledge gained by exploration might not be rewarded at the firm
level. Therefore, the adaptive activities resulting from the strategic
decisions made at the two levels, manufacturing operations and firm,
could have a positive or negative influence on each other. During the
mid 1960s RC4, which had traditionally chosen to lead the industry was
introducing newer more mechanized manufacturing such as transfer
lines which automatically inserted electronic components into printed
circuit boards. As the market evolved toward higher volumes and more
standardized products this represented a move down the process
dimension to a position below the diagonal. This strategy backfired
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when the introduction of integrated circuits and totally solid-state
designs rendered much of this automated equipment obsolete.

In light of the above discussion, the dynamics of and the interactions
among activities at the and firm and manufacturing operations levels,
can be represented in continuous time using Equation (3) as ar—0:
dx; (t)
dt

2
:j}(xi,xj)=x,-(t){x,- -~ Za,-j-xj(t)};i:l,l (4)

j=1
The above expression' is a variant of the Lotka-Volterra (LV) predator-
prey system also used in the biological sciences. The left-hand side of
the equation denotes the rate of change in the growth of activities at the
ith level. The intuition behind using the above system of equations is
that the growth rate of activities at one level occurs under the influence
of those at the other level. In other words, the growth rate of the
adaptive activities at each of the two levels cannot occur unconstrained,
but is influenced by the strategic decisions made at the other level. The
model represents the dynamic tension horizontally in terms of the short-
term and long-term strategic decisions, and vertically in terms of
consistency (strength and direction of interactions) among decisions
made at the two levels.

The formulation in Equation (4) is sufficiently general to accommodate
organizational diversity in a population with respect to size and structure
as the focus is on the intensity with which the manufacturing firm
utilizes its knowledge in making strategic decisions at the firm and
manufacturing operations. Building on the resource-based view of the
firm, a firm’s survival and prosperity depends on the effectiveness with
which it reconfigures its knowledge under environmental changes. In
other words, knowledge serves as a resource for the manufacturing firm
irrespective of the organizational form (size or structure). As in the case
of biological sciences, we use this approach to indirectly address the
problem of competitiveness, rather than using the exact equations in 4).
As shown in Appendix B, a resource [knowledge] spectrum x(z) is
likely to exist for the diverse set of organizations within and across
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populations, so that competitiveness of an organization depends on the
intensity of resource [knowledge] utilization at the two levels based on
the knowledge utilization functions 4(z)fori=12 under the presence of

overlapping knowledge spectra.

In general, using a linearized approximation of the nonlinear dynamical
/o af/ox,
0f3 [0xy afz/axJ
plays a critical role in the solution of the system of equations and hence
in determining overall behavior of the manufacturing firm. The stability
of the two-level system depends on the nature of eigenvalues 1 i=12)

system in Equation (4), the matrix represented by A.—_[

that can be decomposed into real and imaginary parts. The real part
generates exponential growth at the respective level and the imaginary
part is responsible for sinusoidal oscillations. The eigenvalues for the
community matrix are given by (Boyce and DiPrima, 1992):
x(t) = le(l)eﬂ'lt +c2£(2)e’12[ . (5)

The vector x=[x() x ()] consists of the proportions of adaptive
activities and the vectors represent the eigenvectors ¢® and @
corresponding to the two levels. ¢, and ¢, are constants.

The stability conditions of the dynamical system allow one to illustrate
the four stages of the role of manufacturing in firm-level decisions
(Hayes and Wheelwright, 1984). In the following cases, we will use the
relative proportions of organizational activities with respect to their
equilibrium v () = (x; ()~ x7 )/ x fori=12, to show the patterns of system
dynamics in the phase plane (activities space) in the neighborhood of
the equilibrium point.

Case 1 (unequal eigenvalues with the same signs). Depending on the
magnitude and direction of the eigenvalues, the trajectories of the two-
level system are directed inwards or outwards from the improper node,
resulting in an unstable system behavior. When 4, < A, <0, the trajectory

of the system moves towards the critical point. It is evident from the
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Equation (5) that x>0 as ¢ -« regardless of the values of ¢ and ¢,. In
other words, all solutions approach the node at the origin as ¢ -« . When
0< 4 <4,y, the trajectories have the same pattern as in the previous case,
but the direction of motion is away from, rather than toward, the critical
point at the origin. This situation is depicted in Figure 1A using an
example in which the relative strength of influence of the firm-level
activities on manufacturing is larger than the role of manufacturing in
firm-level decision-making x; =«, =1, a;; =030, oy, =085, @y =050, and
@y =030. The pattern of dynamics around the equilibrium point
probably reflects the case of Stage 1 companies that consider their
manufacturing to be internally neutral, in that its role is simply to
manufacture reactively. Depending on the focus of the manufacturing
firm on purely short- or long-term activities, the strategic decision-
making processes are either convergent or divergent at the improper
node. This means that the manufacturing operations of the company
merely react to the decision-making processes at the firm level. From a
product-process mairix standpoint, this means that the manufacturing
operations engage in the extremes of high-volume production
(standardization), or in the processes employed to manufacture entirely
customized products.

Case 2 (real eigenvalues with opposite signs). In this case, eigenvalues
with real and opposite signs could lead to an unstable system with
trajectories around a saddle point. All solutions starting along the
positive eigenvector (say ") remain along this vector as ¢ increases.
Since 4 >0, the Buclidean distance x| -« as 1 - «. If the solution starts

at an initial point on the line through £®, then the situation is similar
except x| -0 as r» . Figure 1B illustrates this case. The values of the
parameters in Equation (4) in that the relative strength of the influence
of firm-level decisions on manufacturing is higher compared to the
feedback from its own activities. However, now the mutual interaction
of one level on the other is relatively closer in magnitude (x; =, =1,
ap =030, a); =065, ay =050, and ay, =025). Firms operating in this
stage are likely to focus outward and ask their manufacturing to be
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externally neutral, that is, be able to meet the industry standards and
practices set by major competitors, Usually, the planning horizon for
manufacturing investment decisions is extended to incorporate a single
business cycle. The decision-making processes at the two levels are such
that the manufacturing operations are not necessarily aligned with the
strategic decisions at the firm level. This means that although
manufacturing is doing its best to meet the industrial standards, firm's
strategic decision-making processes are not consistent with the
manufacturing activities.

Case 3 (equal eigenvalues). The presence of equal eigenvalues results
in an asymptotically stable system that has trajectories about a proper or
improper node. There are two sub cases, depending on whether the
repeated eigenvalue has two independent eigenvectors or only one.
When there are two independent eigenvectors, the trajectory of the
system lies on a straight line through the origin, which is a proper node.
When there is only one independent eigenvector &, each trajectory is
asymptotic to a line parallel to the eigenvector. The critical point is
called an improper node. The presence of the proper or improper node
leads the system to be asymptotically stable. As an example, consider
the situation shown in Figure 1C where «; =y =1, a;; =050, ay; =075,

a =0.75, and a,, =0.50. In this situation, irrespective of the values of the

interaction coefficients of the dynamical system in Equation (4), we
have equal eigenvalues. The situation depicted in Figure 1C probably
corresponds to Stage 3 companies which have manufacturing operations
that are internally supportive of other parts of the company, with a
coordinated set of manufacturing structural and infrastructural decisions
tailored to their specific competitive strategy. The manufacturing
operations are aligned with the firm level decisions, and maintain a mix
of adaptive activities consistent with that at the firm level to a certain
extent. The horizontal and vertical dynamic tension across the adaptive
activities related to the overall firm and manufacturing is relatively
difficult to manage because of the presence of both the short and long
term activities at the two levels.
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Case 4 (complex ecigenvalues). If the eigenvalues are complex, the
trajectories of the system are always spirals in the phase plane. They are
directed inwards or outwards, respectively, depending on whether Rre(1;)

is negative or positive. More specifically, all the trajectories approach
the critical point as s—w. This is the case if eigenvalues are real and
negative or complex with negative real part. At least one (possibly all)
of the trajectories tends to infinity as ¢ — . This is the case if at least
one of the eigenvalues is positive or if the eigenvalues have positive real
parts. When the eigenvalues are purely imaginary, the trajectories
neither approach the critical point nor tend to infinity as - . In this
case, the presence of complex eigenvalues could enable the two-level
system to be asymptotically stable in the neighborhood of an
equilibrium (critical) point. This situation is shown in an example in
Figure 1D where the influence of manufacturing activities on firm level
activities is higher along with a decrease in the growth of activities at
the firm level x;=-1, x; =1a;; =050, a;; =0.50, a;; =085, and ayy =0.50.
This case is probably indicative of companies in Stage 4 that consider
their manufacturing as externally supportive; that is, playing an essential
and proactive role in helping the firm to achieve an edge over its
competitors. The trajectories of the two-level system reflect the
complexity involved in adapting to the changes in the external
environment. The mix of adaptive activities at both the levels is such
that manufacturing is centrally involved in major marketing or
engineering decisions. Long-term activities are also pursued in order to
acquire capabilities in advance of needs.

16



5. Linking Manufacturing Strategy to Competitiveness

The rate and extent of change in the external environment was identified
in the section on theoretical background as being critical to
competitiveness. This section considers environmental variability as a
determining variable, in using the analytical model developed in
previous section, to understand the relationship between manufacturing
strategy and competitiveness. The development of the proposition is
based on the question: What is the impact of external environmental
changes on decisions related to manufacturing that would enable it to
be competitive in an environment? In order to assess this impact we see
how adaptive activities and their associated decision-making processes
are influenced under changing environmental conditions. This section
moves from relatively higher environmental variability to lower
variability with the intent to take advantage of the time window over
which the processes unfold (Brittain and Whooley, 1988).

3.1 High environmental uncertainty

The environments in which the uncertainty is sigh are referred to as
“high-velocity” environments, “in which there is a rapid and
discontinuous change in demand, competitors, technology and/or
regulation” (Bourgeois III and Eisenhardt, 1988). In this environment
the product and process life cycles are extremely short. Since the
environment is extremely unpredictable, a manufacturing firm is more
likely to engage in both short-term and long-term activities at a faster
rate. The adaptive activities, which have a dynamically robust (May,
1981) character and therefore span a wider range of activities space, are
more conducive to survival and prosperity of a firm in a highly variable
environment. This follows from a relatively high value of the intrinsic
growth rate parameters (x; and «,) for both manufacturing operations
and firm levels in Equation (4). This is because the selection processes
in the firm environment are characterized by both mechanisms — those
that are self-reinforcing and those related to rapid and ongoing changes
in the environment. Also, when the environmental uncertainty is very
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high, there is an increase in the generation of activities at both levels. A
high rate of growth in activities will tend to reduce the strength of
interaction among levels, implying a greater overlap in the decision-
making processes at manufacturing operations and firm levels. This, in
turn, means a stronger “bottom-up” contribution of manufacturing
strategy to the overall firm competitiveness. For example, in the context
of semiconductor manufacturing — an industry operating under high
uncertainty and thus suggestive of future manufacturing in other
industries — Polley (1994: 452) notes “... internal variations in resource
allocation helped Infel make the choice to exit the dynamic random
access memory (DRAM) market. Individual managers allocated wafer
production [manufacturing operations] between DRAMs, EPROMs
[erasable programmable read only memory], and MICrOprocessors,
which resulted in the de facto changes in strategy even before senior
managers formally made strategic changes at the corporate [firm] level.”

This situation is reflected in the nature of the dynamics of the LV
Equation (4), when the system behavior is asymptotically stable — that
is, the system tends to reach the equilibrium point only as time /-
(see Figure 2A). This means that the manufacturing operations and firm
level activities — short-term and long-term — keep taking place without
converging to the equilibrium point. Even small changes in the initial
conditions, which are “sufficiently close” (within a circle with radius 5),
could lead the system to follow entirely different paths. In other words,
the proportion of adaptive activities over time could be entirely different
for small changes in initial environmental conditions (Tyre and
Orlikowski, 1994). The trajectory of the system tends to be within an
attractor? (the subset of activities space) given by the circle, around the
equilibrium point, with a radius - that is, the nature of activities tends
to be bounded (Eisenhardt and Tabrizi, 1 994). The system behavior is
said to be chaotic — that is, although the behavior appears to be
completely random and unpredictable, there is an underlying order — and
is in the domain of nonlinear dynamical systems.
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The short-term and long-term activities contribute to the knowledge
gained by this search behavior, which is reflected in the manufacturing
firm’s ability to rapidly innovate product and process technologies, and
implement organizational and technological changes, which are the
capabilities and practices associated with the manufacturing strategy to
improve competitiveness. The knowledge tends to be weakly path-
dependent because the firms in this type of environment are repeatedly
dealing with rapid and ongoing changes.

5.2 Low environmental uncertainty

When the environmental uncertainty is /ow, the rate and extent of
change can take place in two ways. The first is concerned with regular
and predictable changes. The system behavior that could emerge from
the dynamics of the LV Equation (1) in this type of environment related
to predictable changes is periodic (Figure 2B). The system oscillates in a
predictable manner around the equilibrium point. A system will assume
a periodic orbit “close” to the equilibrium point, even if initial
conditions vary but are “sufficiently close” (within the circle with radius
8). In other words, the short-term and long-term activities vary in a fixed
proportion and periodically over time for small environmental changes.
A consequence of the predictable nature of the environment is that the
interaction at the two levels is still preserved. As a result, the extent of
overlap between activities at intra-firm levels is maintained, varying
only in a systematic and predictable manner over time. The adaptive
activities of firms operating under this kind of environment are more
likely to exhibit dynamic fragility to some extent. As the growth rate of
activities at the firm and manufacturing levels, in this case, varies in a
predictable manner, there tends to be an interaction between the two
levels to some degree. This means that there is an overlap between the
strategic decision-making processes at the two levels.

Depending on the proportion of adaptive activities and the strength of

interaction between levels, the manufacturing operations can
significantly contribute to the firm competitiveness. Because of the
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predictable nature of the external environment, there tends to be a
greater emphasis on competitive capabilities, like quality improvement
and efficiency. As a result of engaging in sufficient exploration, if not
more, the firm is able to implement manufacturing practices, because of
the availability of relevant knowledge. The knowledge generated as a
result of the adaptive activities is more likely to be path-dependent to
some extent.

The second is related to minimal or no changes in the external
environment. The system behavior that could emerge from the dynamics
of the LV system related to stable environmental conditions is constant
over time (Figure 2B). Unlike the condition of asymptotic stability, the
system behavior remains relatively insensitive to changes in the initial
conditions. The trajectory of the system, which starts sufficiently close
(within a radius sof the equilibrium point), stays “close” (within the
circle with radius ¢). This means that the proportion of short-term and
long-term activities does not change over time. The adaptive activities,
which have a dynamically fragile character and therefore span a narrow
range of activities space, are more suitable for survival and prosperity of
the firm in this environment. As the growth rate of activities is very
slow, there tends to be an increase in the strength of interaction between
the manufacturing operations and firm levels. The relationships between
activities at levels within the firm are more clearly defined. However,
this means that there is not enough overlap between the strategic
decision-making processes at the two levels. This would leave
manufacturing unprepared and hurt the overall firm competitiveness
when there are sudden and abrupt environmental disturbances.

The adaptive activities hardly contribute to the knowledge gained by the
firm and its manufacturing operations, because of the restricted search
behavior in activities space. That is, the firm does not engage in
sufficient exploration, but concentrates on exploitation. The focus shifts
to efficient performance and implementation of existing technologies to
be competitive. As a consequence, an organization operating in this
environment tends to be highly focused in market scope, customer
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requirements, or product and process technologies (Skinner, 1974).
Decisions like facilities location (proximity to customers), and capacity
utilization are more appropriate for gaining a competitive advantage
under this environment. As a result of engaging in predominantly
exploitative activities the manufacturing operations emphasize
capabilities, like cost, that are based on repetitive learning. These
capabilities are generated in a path-dependent manner through self-
reinforcing mechanisms. Given the historical stability and routinized
behavior of the firms and their manufacturing operations in this
environment, the adaptability to changes in the external environment, or
the “fitness” landscape, is likely to be difficult.

6. Nature of Determinants of Competitiveness

In order to illustrate the description in the Section 5, we use the Fokker-
Planck (FP) equation derived from the analytical model, to capture the
interactive dynamics of the strategic decision-making processes at the
two levels. The reason for using an equation that assumes the firm
environment to be stochastic is that it provides a benchmark for
comparison with the three modes of behavior mentioned in the previous
section. That is, the random distribution from which the fluctuations are
drawn is the same at all times, with a constant variance, and there is no
correlation between the fluctuations at successive instants. The Fokker-
Planck equation (May, 1973) is given by:

2

LS 2ty 2 ) (6

=1 9vi 25z

Here, /" is the joint probability density function of the organizational
activities relative to the equilibrivm v;(\) = (x;()~x/)/x] fori=12. », and o
denote the mean and covariance of the joint probability density function
Jof v;'s. The first term on the right hand side of Equation (6) is the drift

or friction term. It represents the interaction dynamics among the levels.
If the system is stable, this term prevents the probability cloud in the
activities space from dispersing. On the other hand, the second term in
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the above equation derives from the environmental stochasticity and acts
to disperse the probability cloud in activities space. In order to
understand the impact of environmental uncertainty, the random
fluctuations in Equation (4) were considered to be part of the growth
rate parameters so that they each consisted of a deterministic component
xo and a stochastic component with a mean 0 and variance o2:

Ki=Kg +]’i(f);i 33,2 . (7)
xo 18 a constant and y,() is “white noise” distributed normally with

mean O and variance o? under the assumption that there is no
covariance between y;() and » ;@ for i,j=12 and ;= j. For the reduced

model with the decision-making process at an individual level, the
function fat equilibrium in Equation (6), solved by setting or/ar equal to
zero, 1s the standard Pearson Type III Gamma distribution and is given
by:

)= C’[Vf]z(x(’/gz)‘z exp-[- 2"5/0"2] (3)
provided that «, >1/262.

The exact nonlinear behavior of the combined two-level model
specification with its random fluctuations can be investigated by
conducting a simulation’. We simulated the system for three different
values of the interaction coefficient after setting «, =1 and aj=ali# ),

such that  =0.00, 0.50, and 0.85 (xpand o2being held constant) for 200
time periods. The plots in Figure 3 correspond to ¢2 =0.05 and rp=1. All

the simulations were carried out using a software code in
MATHEMATICA (Wolfram, 1999). The nonlinear stochastic differential
equations were solved numerically, and a point, which is plotted at
successive interval time units, represents the three “populations”. If we
were to plot the actual phase trajectory as a continuous line, rather than
the points at particular times, then we would have obtained a cluttered
plot. The plots represent a particular realization of the dynamics for the
schematic illustration. The relative fluctuations become more
pronounced as the coefficient o increases towards unity (Figure 3).
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Although a full analytical solution of the Fokker-Planck equation is not
feasible, if the probability cloud is not too diffuse, an approximation
may be obtained. We first define quantities v, and v, that measure the
relative fluctuations of the three “populations” about the deterministic
mean values. The contours of equal probability described by setting the
left hand side of Equation (6) & /arequal to zero, as also in Equation
(Ad) in Appendix A, are ellipses in the population space of the
activities. The ellipsoids in Figure 3 are the contour surfaces such that in
this approximation it is 90% probable that the “populations” of activities
lie inside them. Figure 3 indicates that the analytic approximation
accords well with the exact numerically derived results — that is, the
exact probability distribution has contour surfaces that are probably
somewhat banana-shaped rather than ellipsoids.

6.1 Manufacturing practices

In order to identify the drivers of competitiveness in terms of
manufacturing practices, we incorporate a stochastic component into the
growth parameter of the model. The growth rate parameter, which
determines the mix of activities and the trajectory of the two-level
system, and thus corresponds to manufacturing practices, can be
modified for the “benchmark” case — with no path-dependence or
structure — when environmental uncertainty is completely random as in
Equation (7). The approximate equilibrium joint probability distribution
in activities space is given by the following expression derived in
Appendix A:

*

g (vi,va)= CCX}?{“ 12
o

(vf +2avivy + v% )} (9)

Here, v and v, are the centered proportions (x,--—x;" )/x}" ;i =12.0f adaptive
activities at the manufacturing and firm levels. This approximate
equilibrium distribution in Equation (9) indicates that the two-level
system behavior in activities space consists of elliptical contours, with
the greatest probability density near the equilibrium point and a
gradually decreasing density away from the equilibrium point.
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The presence of path-dependence of adaptive activities resulting
from the strategic organizational and technological changes, as
mentioned earlier, draws the activities close together in the activities
(phase) space. The path-dependent nature of these adaptive activities
defines the trajectories of the two-level system, which in turn reflects
the nature of manufacturing practices over time. This can be readily
illustrated mathematically by modifying the “white noise” stochastic
component in the Equation (7) to reflect the temporal nature of the
property of path-dependence. More specifically, using mathematical
notation, the chaotic, periodic, or deterministic cases described
qualitatively in the previous section can be represented using the
following set of differential equations after incorporating the changes in
Equation (7) using the result (A2) in Appendix A:

%@*w{x,-(:),:hg[x,.(:),;]w[x,.(:),z]-,fm 12 (10)

In the above set of equations®, plx;(e)¢] denotes the mean equilibrium
point and o{x; ()] denotes the variance around the equilibrium point that
is guided by the function w{x;(:)¢]. Thus, the presence of the function W

that characterizes “chaotic” behavior, constrains the trajectory of the
two-level system in the activities space, which in turn means that the
variance around the mean (equilibrium point) is guided by the “chaotic”
analog of the differential equations system in Equation (4). Since the
behavior of chaotic systems is bounded in phase space, the two-level
system behavior is restricted to a subset of the phase space, implying
that the nature of manufacturing practices is also bounded. This
analysis also holds for the two cases corresponding to low
environmental uncertainty, when the function W assumes a periodic or
deterministic form.

This approximate consideration for the “benchmark” case in Equation
(7) scales the variance associated with the trajectories (of adaptive
activities) by the appropriate eigenvalues. The stability requirement
from this analysis reveals that the variance estimate (mean square
magnitude) of the modified approximate bivariate joint equilibrium
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distribution is equal to the ratio of the actual variance to the minimum
eigenvalue.

2 2
297 %7 (11)

KO(I"‘Q) Amin
This stability condition shows that when the environmental uncertainty
is high, manifest as a relatively large variance, the minimum eigenvalue
should be as large, if not greater to compensate for the variance. This is
equivalent to a relatively weaker mutual interaction coefficient «and a
higher growth rate «, for the two-level system. In other words, as the

value of the interaction coefficient increases, the interaction dynamics
prove an ever-weaker stabilizing influence to offset the randomizing
environmental fluctuations. Therefore, the findings from this analysis
concur with the qualitative explanations in the previous section on
linking manufacturing strategy to competitiveness.

6.2 Competitive capabilities

A similar analysis relates competitive capabilities to the extent of
interaction between the two levels. If we consider the “benchmark” case
— with no path-dependence or structure — of a stochastic environment,
the “optimal knowledge utilization” associated with the adaptive
activities can be represented as follows using the constants c¢;'s

(Equation (B3) in Appendix B):

aj; = cy expi—— d§/2{w,-2 + w?)]. (12) |
The eigenvalues for this case are a function of the ratio of extent of
overlap between the two levels (¢;) to the breadth of knowledge
(wandw;) that exists at these two levels (Figure 4). A greater overlap

fosters a greater ‘“knowledge utilization” across the two levels.
Assuming that breadth of knowledge at the two levels to be equal
w =wy =w and extent of overlap is given by 4, =d,y; =, the minimum
eigenvalue that determines system stability can be determined to be as
follows:

Amin m4w/;(w/d)exp|.—~7r2w2/d2J (13)
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This expression suggests again that a relatively greater variance
associated with high environmental uncertainty would correspond to a
greater overlap between the two levels in order for the two-level system
to be stable (or for the manufacturing firm to be competitive),

Building on the modification of the set of differential equations in
Equation (10), we now examine the nature of drivers of competitiveness
in terms of competitive capabilities. The presence of path-dependence
represented by the function W, as described earlier in the case of high
and low environmental uncertainty, induces the formation of invariant
sets” of regions in the activities (phase) space, which could potentially
contribute to the exploitation of existing competitive capabilities or the
development of entirely “new” competitive capabilities. The simplest
case of an invariant set is the collection of points forming a periodic
orbit. However, these sets could assume more complex forms, such as
strange invariant sets, which are candidates for chaotic attractors. The
invariant sets provide one with a means of decomposing the activities
space. The intuition behind using the notion of invariant sets is that if
we can observe a collection of invariant sets, then we can restrict our
attention to the dynamics on each invariant set and then try to assemble
a global solution from the invariant pieces. Invariant sets also act as
boundaries in phase space, restricting trajectories to a subset of the
activities (phase) space. Therefore, as in the case of manufacturing
practices, since chaotic systems are restricted to “functional” variance in
the phase space, the set of competitive capabilities also tends to be
bounded. In the case of periodic and deterministic cases when the
environmental uncertainty is low, the presence of a stronger path-
dependence could result in the development of simpler bounded sets.

The preceding sections, and particularly Equations (11) and (12) suggest
that the set of determinants (practices and capabilities) contributing to
competitiveness, fends to be bounded; the elements of this set are likely
to be closely integrated across the two levels. Conversely, the system

26



behavior is likely to be dynamically fragile under low uncertainty, as the
system would persist only for tightly circumscribed values of changes in
environmental parameters; the drivers of competitiveness are probably
more clearly defined at the two levels.

7. Conclusions
7.1 Theoretical implications

This paper investigated the relationship between the strategic decision-
making processes related to manufacturing of a firm, and the firm’s
sustainability of competitiveness based on its manufacturing operations.
We proposed a conceptual framework that captures the dynamics of
processes at the manufacturing operations and firm levels, under
changes in a firm’s external environment. The analytical model, derived
from the conceptual foundation, associated the endogenous
organizational activities that reflect the strategic decision-making
processes with the uncertainty related to exogenous environmental
events. The analytical model provides interesting insights into the role
of manufacturing strategy in enhancing firm competitiveness, and
illustrating the nature of drivers of competitiveness.

We observed that the role of manufacturing strategy becomes more
prominent in enhancing a firm’s competitiveness as the level of a firm’s
environmental uncertainty increases. The two analyses based on the
analytical model presented in this paper also provided important insights
into the type of system behavior and the nature of determinants of
competitiveness, under different environmental conditions. As we saw
in the previous section, the set of drivers (practices and capabilities)
contributing to competitiveness is likely to be bounded; the elements of
this set are likely to be closely integrated across the two levels.
Conversely, the system behavior tends to be dynamically fragile under
low uncertainty, as the system would persist only for tightly
circumscribed values of changes in environmental parameters; the
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drivers of competitiveness are likely to be more clearly defined at the
two levels.

Of particular interest in this line of research is the interplay or
“reciprocal relationship” between formation of practices and
capabilities, and competitiveness (Henderson and Mitchell, 1997).
Building upon various strands of research, such as organizational
learning, business strategy, manufacturing strategy and economics, this
paper explores these associations and their implications for
manufacturing strategy and competitiveness. Synthesizing concepts
across levels from prior work can contribute significantly to the
development of manufacturing strategy research. In this paper, we have
argued in favor of the endogenous nature of an operations-based
competitive advantage. The framework presented here paves the way for
developing a fusion of cross-level concepts of interest and highlights the
importance of manufacturing strategy in shaping the context of the
external environment and also in understanding the influence of
environment on manufacturing strategy. In doing so, the paper is a step
towards development of a meso theory of manufacturing strategy that
links manufacturing and firm decision-making processes.

There are two important aspects in selecting the appropriate research
setting: the first is associated with the rate of growth of adaptive
activities and the second is associated with the extent of interaction
between the firm and operations levels. The preceding analysis favors
the selection of those manufacturing firms that are operating in rapidly
changing environments and those in which there is a greater proximity
between the decisions related to manufacturing and those at the firm
level. These two requirements point towards the selection of small to
medium-sized high-technology manufacturing firms as the appropriate
research context, as in the case of biological experiments, where
Drosophilla are studied because of their short life cycle (Fine, 1996;
Oakey, 1984).
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7.2 Practical implications

From a practical standpoint, the dynamic approach developed in this
paper can be used to identify the nature of important determinants of
competitiveness in terms of manufacturing practices and capabilities.
What are the manufacturing practices and competitive capabilities that
lead to a sustained competitive advantage? Should a firm place more
emphasis on strategic decisions related to structural or infrastructural
changes over time? How should a firm invest in its competitive
capabilities in the short and long run? What is the nature of the
knowledge that is critical in gaining competitive advantage? Are there
trade-offs among competitive capabilities? Are there trade-offs among
changes related to structure and infrastructure?

Capturing the strategic decision-making processes using an analytical
model and estimating the parameters of this model empirically could
provide the opportunity to conduct sensitivity analysis along the two
dimensions. The first dimension is related to the parameter that deals
with the growth rate at levels within the manufacturing firm. This
parameter measures the right mix of proportions of adaptive activities
that a firm and its manufacturing operations should engage in order to
cope with changes in the environment and remain competitive. The
second dimension is related to the strength of interactions among
different levels. The estimation of interaction coefficients can allow
decision-makers to adjust these interactions to reflect a proactive
manufacturing strategy in given environmental conditions.

A practical implication of the framework presented in this paper is that
it has the potential o aid in the development of the appropriate model —
deterministic, nonlinear dynamical systems or stochastic — to answer
“what-if” questions from a managerial standpoint. A simulation of the
two-level system of strategic decisions using nonlinear system dynamics
models can provide insights into behavior of the entities at individual
levels and the overall system. These simulations could help managers in
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understanding manufacturing’s responsiveness to changes internal and
external to the firm.

From a managerial standpoint, the paper provides an analytical approach
that could be used in understanding the extent of role of manufacturing
operations in firm level decision-making. This in turn would determine
the right mix of adaptive activities at the two levels that determine
system stability, and thus the competitiveness of the manufacturing firm
operating in the context of the environment. Also, the framework
presented in this paper could be used to understand the nature of
determinants of competitiveness over time. Contingent upon the
environment in which the manufacturing operations and firm are
operating, the drivers of competitiveness could be delineated that reflect
the extent of environmental uncertainty. The set of determinants could
then be used to develop the appropriate models — deterministic,
nonlinear, or stochastic — to enhance the competitive position of
manufacturing firms. The set of drivers of competitiveness in each of
the three cases would reflect the strength of association of the types of
the manufacturing and firm organizational activities.

30



Notes

1. From a mathematical standpoint, the set of equations in (1) also
resemble the product and process innovation curves first put forth
by Abernathy and Utterback (1975). If we consider the product
innovation as primarily related to decisions at the firm level and
process innovation as corresponding to the manufacturing
operations level, then using the appropriate substitutions, we can
arrive at the distributions for process and product innovations. In
contrast to these innovation curves of Abernathy and Utterback,
the LV system also incorporates the interaction between them.

2. Mathematically, an attractor or attracting set 4 in a trapping
region D (for example, a sphere with radius ¢ in Figure 1) is
defined as a nonempty closed set formed from some open
neighborhood, 4= (u«"(D). u is an n-recursive function that relates

nz0
the state of the system represented by x(0 =[x ) x().J at time ¢
to that at a lagged interval, ususally a single period (¢#+1). For
example, the transformation function u for Equation (1) in discrete
time can be identified from the following relationship:

xi(t+1)=x; (:)[x,- - Zjay-x j(z)] +x; (i =12

3. We also conducted the simulations for the reduced models
consisting of one and two levels. The simulation for one-level
model consisted of altering +? in the region of system stability, On
the other hand, the simulations for the two-level model used
various values of interaction coefficient «=0.00, 0.50, and 0.85
(xoand o?being held constant) in the region of system stability. Our
simulations for both the models indicated that the normal
distribution provides a valid approximation to the distribution
specified in Equation (4) for the single and two level systems.
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4. An example of modifying the variance in environmental
fluctuations with the function W:lx:(6)¢] 1s setting it equal to

Z:;o b,,g(T () exp(!))) for the chaotic case or
Zfng,,g(r”(sin(zx(x,-(r)+z)))) for the periodic case. Here, b is a

constant, g denotes a function, and T is a recursive transformation
applied » times to the respective functions.

5. Formally, a set S is an invariant set of a process (as in Equations
(1) and (6)) if for any n-recursive transformation " (P)=r, some
#(xo,)es for all n, where xo) describes the initial state at time =0,
and x() =[x x),] .S is an invariant set (of a process) if for any
u"(P)=P we have J/(P)zp for all xoes. We also speak of a

positively invariant set when we restrict the definition to positive
times, reRfor n>0. See Tufillaro, Abott, and Reily (1992) for
more details.
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APPENDIX



Appendix A

Approximate probability distribution for the analysis of
manufacturing practices

Allowing for random fluctuations in the parameters of the LV
model, the stochastic generalization of the system with m levels of
hierarchy may be written as follows (May, 1974):

(A1) Z0_ £ (05,0 el 0D,

where, each of the set of growth parameters has the form «;(t)=xq +7,().
Here, «, i1s the constant average (across the m levels) value of the
parameter, and y;(:) is the “white-noise” with the covariance between the
ith and jth environmental fluctuations being measured by some of. The
mean proportion of adaptive activities is given by the solutions of the
following time-independent equations Ff(x;",xz, .......... ,x;)xO, using the
mean values of «, for the growth parameters. The actual fluctuating

levels of proportions of adaptive activities can be expanded about these
constant mean values as follows:x;{r)=x; + y;(t). The relative fluctuations

can then be represented as ¥{)=y[)/sx’. For relatively small
environmental fluctuations, the covariance across levels o; is relatively

small, the equations may be expanded using Taylor’s series about this
mean point keeping only the first-order terms in 1;(;) and in the parameter

fluctuations ;(r). This leads to the following set of linear stochastic
differential equations:

(42 35 ey o+ B

P
Here o; are calculated for the deterministic problem, using the average

growth rate parameters and average interaction coefficients. The overall
coefficients g m(x}" )'iaf-jxf,- form the matrix 4. In a similar vein, the
constant coefficients »; involve the average parameter values. The above
approximate Equation (A2) containing the “white noise” stochastic term
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can be transformed into a Fokker-Planck diffusion equation. The
approximate equilibrium distribution g"(v;,vy,.ceo..... wvm), 1T it exists, gives
the probability to observe the relative fluctuations having the values
Yi(t)=v;. It is determined by the following expression:

(AB)O“‘“Z (“y Jf) ZDv'i(li)'

vV
LJ
Here p; represents the ovezall covariance between the “white noise”

fluctuations in the stochastic differential equations for the ith and jth
levels. As can be seen by direct substitution, the above Equation (A3)
satisfies the multivariate normal distribution: so that

P
(Ad) s (vl,vz,............‘....,v,,,)mchp[Zv,Bg vj},
i j
where the elements of the symmetric covariance matrix ; must satisfy

the following;:
(AS) %(Bf;c]ajg-draiB};.) zza,k Dy B}

In the specific case of the two level system, 7 =( "x’* ““’f,?]. Assuming
Xy X

that the proportzons of activities at equilibrium are equal, that is,

x =x3=x . The covariance matrix D has o2 along its diagonal and 0
elsewhere and 57 = p~'4. Substituting the components of this matrix into
Equation (A4), we arrive at the Equation (9) — a bivariate distribution of
the relative proportions of adaptive activities,
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Appendix B
Calculation of the interaction coefficients in the analysis of
competitive capabilities
In a separate analysis, we capture the knowledge generated as the
difference between the actual and available “production” of adaptive
activities as follows (May, 1974):

2
(B1) of) I[z) Shife) z)}dz,

where the quantities «;, and «; are defined by x; = [K(z)h;(z)dz and
oy = [h{z)h;(z)z . The resource spectrum k(z) can be conceptualized as

the breadth of knowledge available as a function of the extent of
environmental uncertainty (z) — that is, the ruggedness of the external
environment. It is (approximately) synthesized from the addition of the
m generalized Fourier components /;(z) with the proportion of adaptive

activities being the Fourier coefficients. The function #;(z) is the

knowledge utilization function in response to the environmental changes
at each of the levels i. The choice of the equation ensures that the
equilibrium proportions of activities give the best least squares fit and
that any other choice of the proportions of activities will tend to this
equilibrium as optimal. That is, 40/dr<0 with the equality pertaining to

only if x; = x;. With this definition, Q can be rewritten as follows using a
constant minimum value g,:

(B2) of) Qo+§:( ~x! gl 0)-53)

Assuming that the function #,(z) is normal, I:,-(z)mEexpl_mzz/ (2»9,-2)J Here, E
is a constant, and w; is the width of the utilization functions (Figure 3).
The interaction coefficients are therefore:

(B3) Qi :( vgwj)_]/z fwexp[—{zz/wa}-— Kz—dg)z/ZW?}]lzzc# exp[ dz/?.(w +wf)]
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