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Foreword

Surveys suggest that cyber is an under-insured risk: many more organisations believe that their existing insurance would respond in the event of cyber attack than is likely to be the case. Understanding the impact of severe events is one of the key requirements for insurers to develop cyber risk cover, and this study aims to contribute to that knowledge base.

The scenario described in the report reveals three attributes of cyber risk that are particularly significant for the development of insurance solutions. These factors may individually be found in a variety of risks, but cyber risk combines them in ways that demand innovative responses by insurers.

The first of these is systemic exposure. Digital networks and shared technologies form connections that can be exploited by attackers to generate widespread impacts. The hostile actors described in this report are motivated to create broad disruption to the US economy, and cyber attack against the power grid serving New York and Washington DC provides them a means to achieve it. The analysis suggests that insurers could be required to meet claims across many different classes of cover, which emphasises the importance of insurers applying robust exposure management for cyber risk across the entire portfolio.

The second key attribute is the fact that cyber attack is an intangible peril. Studies have revealed that victims often only become aware that they have been targeted months or even years after the event, and that the location of a cyber security breach on a network is often never determined. In this scenario, malware is inserted into the target systems without being detected and lies dormant for several months. In the aftermath, a full year of investigation is required to understand the true nature of the attack, and the perpetrators are never positively identified. For insurers, these factors present challenges for assessing risk exposure for any given entity and in aggregate across the portfolio.

Third is the dynamic nature of the threat. Cyber attacks are often treated as a problem of technology, but they originate with human actors who employ imagination and surprise to defeat the security in place. The evidence of major attacks during 2014 suggests that attackers were often able to exploit vulnerabilities faster than defenders could remedy them. In order to achieve accurate assessment of risks, insurers need insight into the evolution of tactics and motives across the full spectrum of threats.

For insurers, responding to these challenges will demand innovative collaborations harnessing multidisciplinary expertise. Key requirements will be to enhance the quality of data available and to continue the development of probabilistic modelling for cyber risk. Sharing of cyber attack data and pooling of claims information is a complex issue, but the systemic, intangible, dynamic nature of cyber risk means that all parties involved in managing the risk have an interest in sharing anonymised data on the frequency and severity of attacks.

This report reveals a complex set of challenges, but the combination of insurers’ expertise in pricing risks together with the capabilities of the cyber security sector to assess threats and vulnerabilities, and the risk modelling expertise of the research community, has the potential to offer a new generation of cyber insurance solutions for the digital age.

Tom Bolt
Director, Performance Management
Lloyd’s

---

2 See for example Ponemon Institute (2015)
3 Symantec (2015)
Executive summary

“A trusted component or system is one which you can insure.”

Overview

Business Blackout, a joint report by Lloyd’s and the University of Cambridge’s Centre for Risk Studies, considers the insurance implications of a cyber attack on the US power grid.

While there have been large individual business losses attributed to cyber attacks, there have, at the date of writing, been no examples of catastrophe-level losses from a widespread cyber attack affecting many companies and insurers at the same time.

This report publishes, for the first time, the impacts of this sort of attack using the hypothetical scenario of an electricity blackout that plunges 15 US states including New York City and Washington DC into darkness and leaves 93 million people without power. The scenario, while improbable, is technologically possible and is assessed to be within the benchmark return period of 1:200 against which insurers must be resilient.

The scenario predicts a rise in mortality rates as health and safety systems fail; a decline in trade as ports shut down; disruption to water supplies as electric pumps fail and chaos to transport networks as infrastructure collapses.

In the scenario, a piece of malware (the ‘Erebos’ trojan) infects electricity generation control rooms in parts of the Northeastern United States. The malware goes undetected until it is triggered on a particular day when it releases its payload which tries to take control of generators with specific vulnerabilities. In this scenario it finds 50 generators that it can control, and forces them to overload and burn out, in some cases causing additional fires and explosions. This temporarily destabilises the Northeastern United States regional grid and causes some sustained outages. While power is restored to some areas within 24 hours, other parts of the region remain without electricity for a number of weeks.

Economic impacts include direct damage to assets and infrastructure, decline in sales revenue to electricity supply companies, loss of sales revenue to business and disruption to the supply chain. The total impact to the US economy is estimated at $243bn, rising to more than $1trn in the most extreme version of the scenario.

The report also analyses the implications of these direct and indirect consequences on insurance losses. The total of claims paid by the insurance industry is estimated at $21.4bn, rising to $71.1bn in the most extreme version of the scenario. One of the important considerations identified by this report for insurers is the wide range of claims that could be triggered by an attack on the US power grid, revealed in the matrix in Figure 4 at page 40.

The scenario in this report describes the actions of sophisticated attackers who are able to penetrate security as a result of detailed planning, technical skill and imagination. A relatively small team is able to achieve widespread impact, revealing one of the key exposure management challenges for insurers. However, the report also describes the constraints faced by the attackers, and shows that insurers should not believe this type of threat to be unlimited in its potential scope.
Claimant types

Insurance payments from the scenario would likely apply to six primary categories of claimant:

1. Power generation companies
   • Property damage to their generators.
   • Business interruption from being unable to sell electricity as a result of property damage.
   • Incident response costs and fines from regulators for failing to provide power.

2. Defendant companies
   • Companies sued by power generation businesses to recover a proportion of losses incurred under defendants' liability insurance.

3. Companies that lose power – companies that suffer losses as a result of the blackout.
   • Property losses (principally to perishable cold store contents).
   • Business interruption from power loss (with suppliers extension).
   • Failure to protect workforces or causing pollution as a result of the loss of power.

4. Companies indirectly affected – a separate category of companies that are outside the power outage but are impacted by supply chain disruption emanating from the blackout region.
   • Contingent business interruption and critical vendor coverage.
   • Share price devaluation as a result of having inadequate contingency plans may generate claims under their directors' and officers' liability insurance.

5. Homeowners
   • Property damage, principally resulting from fridge and freezer contents defrosting, covered by contents insurance.

6. Specialty
   • Claims possible under various specialty covers, most importantly event cancellation.

Key findings

• Responding to these challenges will require innovation by insurers. The pace of innovation will likely be linked to the rate at which some of the uncertainties revealed in this report can be reduced.
• Cyber attack represents a peril that could trigger losses across multiple sectors of the economy.
• A key requirement for an insurance response to cyber risks will be to enhance the quality of data available and to continue the development of probabilistic modelling.
• The sharing of cyber attack data is a complex issue, but it could be an important element for enabling the insurance solutions required for this key emerging risk.

Conclusion

The cyber attack scenario in this report shows the broad range of claims that could be triggered by disruption to the US power grid. This poses a number of complex challenges for insurers, which would need to be addressed if insurers are to more accurately assess cyber risk and develop new cyber insurance products. Nevertheless, insurance has the potential to be a valuable tool for enhancing the management of, and resilience to, cyber risk.
Introduction to the scenario

The scenario was developed by the University of Cambridge Centre for Risk Studies and reflects a fictionalised account based on several historical and publically known real-world examples. The attack scenario was designed by subject matter experts and subjected to peer review to ensure that the effects could plausibly be achieved. In the interests of security, we have published only superficial details of the method of attack (which we have given the name the ‘Erebos’ Trojan). This report does not reveal any previously unknown tactics or vulnerabilities.

The Erebos Cyber Blackout Scenario is an extreme event and is not likely to occur. The report is not a prediction and it is not aimed at highlighting particular vulnerabilities in critical national infrastructure. Rather, the scenario is designed to challenge assumptions of practitioners in the insurance industry and highlight issues that may need addressing in order to be better prepared for these types of events.

By its design, the scenario that follows is intended to be useful and challenging for the insurance industry without defining a clear route to a real vulnerability for would-be attackers. It aims to bring awareness to the potential physical damage caused by cyber attacks against Operational Technology (OT), to make it a consideration for insurers in any cyber incident and, more importantly, to highlight potential insurance policy, legal, and aggregation issues in its analysis.

We have selected an event that highlights the complexity of insurance coverages in this area. We have tried to avoid proposing an event where the US Government would intervene to cover the insurers’ costs through the Terrorism Risk Insurance Program Reauthorization Act of 2015 (TRIPRA 2015 or TRIA) or another backstop mechanism; the point of this report is to examine insurance coverages, rather than engage in debate regarding political interventions and policies.

Further detail on the methodology used to design the scenario is in Annex C to this report, and in Appendices 1 and 2, which accompany this report and are available online.

* Erebos was a deity of Greek mythology, personifying darkness.
Erebus Cyber Blackout Scenario

This composite image depicts night lights in the continental USA (source: NASA Earth Observatory/NOAA NGDC) overlaid with the output capacity of power generation plants (Dataset: US Energy Information Administration, electricity power sales, revenue and energy efficiency Form EIA-861 detailed data files) and representations of 50 individual generators in the targeted region. It has been produced for illustrative purposes only.
An unidentified group motivated to cause significant disruption inside the USA reaches out to the hacking community and purchases the services of a small group of morally dubious programmers who are knowledgeable of reverse engineering in the domestic electricity sector and grid systems. All of the hackers hired have very little idea of what they are working on as a collective.

**Figure 1: Timeline of the Erebos Cyber Blackout Scenario**

<table>
<thead>
<tr>
<th>Phase 1: Research</th>
<th>Year 1</th>
<th>Year 2</th>
<th>Year 3</th>
<th>Year 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Malware installed</td>
<td>Hired hackers develop malware and achieve penetration of diverse systems</td>
<td>Decision to execute attack</td>
<td>Power restored</td>
<td></td>
</tr>
</tbody>
</table>

| Phase 2: Dormancy | |
|-------------------| |
| Mapping networks, disabling of safety systems | Defenders spot some anomalies, they remediate, but they do not share details for others to learn from | |

| Phase 3: Activation | |
|-------------------| |
| Attackers consult power engineers to estimate scale of effect | Hostile actor decides 50 generators will suffice and chooses them from a set of infected sites | |

| Phase 4: The blackout | |
|----------------------| |
| 50% of power restored in 3 days, other areas up to 2 weeks outage (S1 variant) | |

| Phase 4: Aftermath | |
|-------------------| |
| Repairs complete and vulnerabilities addressed after 1 year | Perpetrators never positively identified | Series of independent commissions investigate over several years | |
Phase 1: Research

The hackers spend months researching the US electricity markets, control systems and networks. They identify critical information flows, networks, devices and companies, and eventually begin writing a piece of malware designed to spread through generator control rooms without alerting system security teams.

The team employs a range of tactics in their attempt to penetrate the security protecting the electrical grid. At least one of these methods is successful and they identify their preferred method of inserting malware into a number of target plant generator control rooms.

- Identification and targeting of laptops and other personal electronic devices used by key personnel with routine access to multiple power plants.
- ‘Phishing’ attacks designed to compromise the corporate network and pivot into the control system.
- Hacking of remotely accessed control systems.
- Physical intrusion into locations used for network monitoring.

Phase 2: Dormancy

Once installed, the malware is able to ‘call home’ back to the programmers via the plants’ network connections. It can now report information and receive commands from inside the network. The malware lies dormant. A second attack team monitors the ‘dial out’ connections from the malware’s spread. This team is watching for signs that the malware has been detected, and monitors for a lengthy period to be satisfied that it has not been discovered.

A few power companies detect added traffic on their systems but do not identify it as a security threat, believing it is a fault or a vendor diagnostic connection. The infected machines are simply reimaged and no indicators of compromise are created. Reports of increased traffic are not shared between different companies owing to concerns about revealing vulnerabilities and protecting reputations.

Within the first 90 days, the attackers are able to assess the achievable range of control within the control room system. Chief among their observations is that, in roughly 10% of infection cases, they are able to access certain vulnerable generators.
Phase 3: Activation

The attacker group begins performing packet captures, network scans and further exploitation to prepare for the day of action when the damaging events will be triggered. This is done by using Domain Name System (DNS) exfiltration as a command and control and by pivoting through the devices compromised by the initial malware infection. More than 100 sites are compromised but the protective relays make the attack non-viable at 57% of these control rooms, which are ‘infected’ but not damaged. This period of preparation for activation could take many months.

Despite only achieving a 10% success rate, the malware successfully infects over 70 generators by exploiting the systemic importance of control rooms, with each control room typically managing several generators.

The hostile actor decides to initiate the attack in July. The timing is driven in part by operational considerations, including the resource commitment to the project and the growing risk of discovery the longer the malware remains in place, and in part by analysis of electricity demand, which shows that an attack in the summer will cause widespread disruption. On the given day, the malware is activated and 50 generators are damaged in rapid succession.

The hackers covertly and systematically disable safety systems which would usually protect the generators from desynchronisation events. They send control signals which open and close the generator’s rotating circuit breakers in quick succession, using the inertia of the generator itself to force the phase angle between supply and load out of sync. The impacted generators begin to catch fire and pour smoke; some are partially destroyed as the engine blows apart. One gas turbine facility is completely destroyed in an explosion resulting from the generator fire. Even undamaged generators across the region are shut down until the cause of the damage can be understood.
Phase 4: The blackout

The attack triggers a widespread blackout plunging 15 states and Washington DC into darkness and leaving 93 million people without power. It shuts down factories and commercial activity responsible for 32% of the country’s economic production. Companies, hospitals and public facilities with backup generators are able to continue in operation, but all other activities requiring power are shut down. This includes phone systems, internet, television and radio, street lights, traffic signals, and many other facilities. Images of a dark New York City make front pages worldwide, accompanied by photographs of citizens stuck underground for hours on stranded subway cars and in elevators in the summer heat.

It quickly becomes clear that damage to 50 generators has caused the massive outage, though the reasons for the generator damage are not understood. An immediate coordinated effort is made to restore power and, within three days, roughly half of the affected area is successfully put back on supply. Nevertheless, high demand regions continue to suffer rolling blackouts for weeks while electricity companies work to repair power distribution.

Some areas, including parts of New York City, remain without power for up to two weeks. This is caused by uncertainty over the reasons for the damage suffered by generators. Affected utility companies are reluctant to synchronise their facilities to the bulk power system until they understand what caused the generator damage. The risk of permanent damage to generators is assessed to be greater than the cost of lost revenue from being offline while the problem is being investigated.

Phase 5: Aftermath

As the power finally returns to the last affected areas, the national media begins to seek an explanation. In a report to Congress, a speaker for the US Department of Energy reveals that internal investigations have found a piece of culpable malware – the virus ‘Erebos’ – in a handful of generation rooms in the Northeastern United States region and are conducting a thorough investigation to uncover the spread of the infection. The media christens the mass blackout as the “Erebos Event”.

In this post-damage period, efforts are made to understand both the malware and its range of infection. The process of reverse engineering the malware is time-consuming.
consuming. The engineers have difficulty providing definitive answers to their executive boards about the risk of connecting generators to the bulk electrical system as they do not know what other sites, devices, files and networks may be compromised or infected. Computer scientists and electrical engineers collaborate to investigate and confirm the scope of the infection across multiple sites. The electrical engineers understand how damage has occurred and how to prevent it but do not understand which sites, devices, files and networks are compromised.

Political pressure builds for the US Government to assign responsibility for the attack, but it is difficult to do so unequivocally as the complex attack must be fully understood before it can be properly traced. Political leaders and officials want to understand the nature of the attack in order to accurately assess the threat before they can consider action against any suspected perpetrators.

Eventually, the contagion is traced back to the original site of infection and the malware is better understood. The timeline of infection at various sites is reconstructed and it becomes possible for investigators to locate and trace the command-and-control servers used in the attack. After a brief international search and law enforcement reciprocation negotiations, the servers are identified in a number of foreign countries. The governments of those countries allow them to be forensically imaged and removed from service. The servers, which have been abandoned, provide no clues to the identity of the perpetrators. Reverse engineering and forensic examination of these machines allows the identification of further infected control rooms which, although not damaged in the attack, remain vulnerable to compromise.

The process of revealing the full scope of the infection and repairing the damaged cyber and physical systems is accomplished over the course of the following year. Several national independent commissions are established to investigate different aspects of the incident, and the ramifications of the attack continue to be felt for many years afterwards.
Approximately 50 generators that supply power to the Northeastern United States are damaged by the malware. The generators are taken offline as soon as they are damaged, and, since some of these generators provide base load to the region, this process causes an initial power outage. As the number of generators taken offline increases, the grid destabilises. This causes a temporary frequency response event which further exaggerates the blackout on the wider grid by causing a cascading outage across the NPCC and RFC region, similar to the 2003 Northwest Cascading Power Failure. Other generators in the region that are not affected by the malware switch into 'safe mode' due to the destabilised grid and disconnect from the power network in an effort to prevent damage from an overload.

Power is restored to some areas in an average of three days but other places remain in the dark or with rolling blackouts for weeks. Our modelling does not predict which areas will be reconnected in which order. Our overall estimate of the pace of reconnection shows the overall percentage of the population that is back on power, but the localised pattern of where the restoration will occur is not predictable.

The following chart and table summarise the length of the outages in each variant scenario. The area beneath the restoration curves in the chart represent ‘City-Days’ spent without power. Though the blackout is widespread and long-lasting in the standard variant (S1 and S2) and extreme (X1) scenarios, the effect of the generator damage and reparations on supply means that not all

---

### Table 1: Severity of impacts for each scenario variant

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Outage duration, weeks (to 90% restoration)</th>
<th>City-Days</th>
<th>Number of damaged generators</th>
<th>Percentage of generators vulnerable to contagion</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>2</td>
<td>3.78</td>
<td>50</td>
<td>10%</td>
</tr>
<tr>
<td>S2</td>
<td>3</td>
<td>8.08</td>
<td>50</td>
<td>10%</td>
</tr>
<tr>
<td>X1</td>
<td>4</td>
<td>13.83</td>
<td>100</td>
<td>20%</td>
</tr>
</tbody>
</table>

---

* The Northeast Power Co-ordination Council (NPCC) and ReliabilityFirst Corporation (RFC) are regional electric reliability councils which aim to ensure the reliability of the bulk power system in the region covered by the scenario. See Annex B for further details.
customers in the area are without power. The City-Days metric helps approximate the additive period spent completely without power in the region. Further detail on the methodology used to generate these projections is in Appendix 2 (available online).

**Primary effects**

**Health and safety**
Although only a few people are hurt in the initial incident, the long power outage does take its toll in human deaths and injury. There are many accidents resulting from the blackout, including road traffic and industrial accidents. There are people hurt in riots, looting and arson attacks. As the power cuts continue through the hot summer months, heat stress affects older and infirm people, with a rash of deaths reported in nursing homes. Backup generator failures in hospitals result in treatment equipment failing. People are reported sick from eating food that has defrosted or not been properly cooked.

In some cases industrial accidents cause environmental damage, and water treatment failures result in pollution to water courses.

**Productivity**
The power outage causes a decrease in business productivity as workplaces close and people are unable to get to work. Although some manufacturing and commercial facilities have backup generators, these typically provide only partial replacement. While some workers may be able to perform duties even without electricity many, particularly in the cities, are unable to get to their place of employment due to the wider disruptive impact of the blackout on public transportation and fuel stations. Productivity remains low, therefore, even as some businesses are returned to power.

**Trade**
Maritime port operations are suspended during the power outage. Loading and unloading container ships becomes impossible without electricity, and import and export activity is interrupted. Goods for export that do make it to the port are backed up awaiting the resumption of port activities, prompting a halt in production and a cascading impact along the supply chain as demand for inputs into production processes are temporarily curtailed. Any economic activity relying on imports for production is also disrupted.

**Consumption**
Although the first day of the outage sees an upturn in the rate of consumption due to panic buying, this effect is quickly overtaken by the far more disruptive impact of the failure of electronic methods of payment. Cash quickly becomes the only accepted form of payment.
but the shortage of serviceable ATMs means that many citizens are unable to obtain paper money. Consumption levels remain low until all affected customers are returned to power.

Water supply
Water supplies are impacted during the blackout due to the loss of power to pumps. Supplies of potable water become limited across the affected area.

A week into the outage, it is revealed that a chemical plant accidentally allowed a dangerous compound to enter the local water supply due to lack of power and a broken backup generator. This causes a localised bout of sickness involving 10,000 people being treated for moderate to serious symptoms.

Several accidental spills occur from sewage plants suffering power outages, leading to further contamination of the water supply serving 2 million people in a different part of the region. Malfunctioning and overflowing sanitary systems force many businesses to shut down due to health concerns.

Transportation
Traffic signals cease functioning as soon as the blackout hits leading to a sharp spike in road accidents and gridlock. There is a run on vehicle fuel and a rapid reduction in the number of operational fuel stations. The majority of people stop using their cars.

All electric locomotive railroad services are non-operational during the crisis. City subways are taken offline during the outage and replacement bus services are provided.

Regional airports are shut down due to lack of power for security screening equipment. All major airports serving New York City and Washington DC are also closed for the first day of the outage due to the lack of electronic ticket verification, constituting a serious security risk. They reopen the next day but spend another week dealing with the chaos caused by the power outage.
Communication
All forms of communication systems without backup power supplies are hampered by electricity failure. Telephone communication circuits are initially overloaded, making it extremely difficult to make calls. Mobile phone data and service providers remain in operation for several hours after the initial outage but begin to shut down as their backup batteries fail and generators run out of fuel. The backup diesel generators for emergency services keep 911 online, but the loss in communication means that, for most, the service is unavailable. Internet service also fails. Over-the-air TV remains broadcast in some areas but few have power to receive it. Emergency radio and word-of-mouth are the primary means for people to receive information.

Information and communication technology (ICT) is a core activity and a significant contributor to value-added in the economy. All sectors rely on some form of ICT, particularly finance, services and retail. Most sectors depend on electronic financial transactions, email and the internet for commercial activity. None of these systems work in the event of electricity failure, forcing these businesses to either shut down or find alternative methods of communication. Communication failure makes it very difficult for response agencies to know what areas have been impacted and where to prioritise resources, slowing the recovery and prolonging economic disruption.

Tourism
The outage has a serious impact on tourism as airports and rail services are shut down. Tourists are unable to get to their destinations and abandon their travel plans. Spending by tourists is severely reduced for the duration of the outage and does not return to normal levels until several weeks after power is fully restored.

Secondary effects
Outbreaks of looting and stealing occur as the outage drags on, with criminals exploiting the lack of lighting and security systems coupled with overstretched police forces. Looting intensifies as people run low on food and water in the hot summer and become increasingly frustrated. By the second week without power, many communities suffer a general sense of social unrest, with many people choosing not to go out after dark.

As the power outage continues to deny basic services, social unrest increases. Health and safety suffers owing to factors such as contaminated water and food supplies, difficulties in using at-home healthcare equipment or securing repeat prescriptions, added noise and air pollution from generators, increased physical exertion and poor emergency response. These factors all contribute to a higher death rate in periods of power outage.7
**Long term effects**

Suspicion for the attack is focused on a small number of nation states believed to be hostile to the USA, citing a variety of motives, but the subsequent investigation does not establish any proof of direct involvement. As a result, litigation is pursued by a wide range of parties, lasting several years. The incident has a significant impact on safety and security in the power generation sector in the USA and around the world. New regulations require the redesign of certain aspects of the power grid Information Technology/Operational Technology (IT/OT) architecture. Data sharing on cyber attacks increases substantially in all sectors, especially in power and critical infrastructure industries.
Introduction

Modern economic activity depends on the availability of electricity, and any significant interruption to electricity supply has severe economic consequences. Growing demand means the USA is becoming ever more dependent on power for economic growth, placing an increasing strain on ageing electricity networks. These trends are driven by the growth in electricity intensive industries such as energy and manufacturing and a new demand for consumer electronics and ICT. The rapid pace of change and the increasing interdependency between different sectors of the economy means that it is difficult to fully predict how different technical, social and economic systems will react to large power system failure; further detail on the methodology used to generate the estimates of economic loss is given in the accompanying Appendix 2 (available online).

Evidence from historical outages and indicative modelling suggests that power interruptions already cost the US economy roughly $96bn annually. However, uncertainty and sensitivity analysis suggest this figure may range from $36bn to $156bn. Currently over 95% of outage costs are borne by the commercial and industrial sectors due to the high dependence on electricity as an input factor of production. The majority of these costs (67%) are from short interruptions lasting five minutes or less. This estimate only provides the expected annual economic loss in an average year, and does not give an indication for the losses that might occur due to a single extreme event.

Categories of economic loss

The economic losses from electricity failure can be broken down as follows:

Direct damage to assets and infrastructure: the costs associated with replacing damaged assets, when this is the cause of electricity failure.

Direct loss in sales revenue to electricity supply companies: the revenue that would have been generated if the power failure had not occurred. Estimating revenue losses is achieved by multiplying the expected price of electricity by the amount of electricity that would have been supplied in the event of no failure. Lost revenue would impact generator companies, electricity supply companies and network operators.

Direct loss in sales revenue to business: the revenue that a business would have received if the supply of electricity had not failed. This is the integrated difference between the projected ‘no disaster’ trajectory and the trajectory defined by the scenario where electricity fails. This value varies greatly by sector and from one business to the next, largely depending on their reliance on an electricity supply under normal operating conditions and the availability of backup electricity supply systems.

The estimates for revenue at risk for electricity supply companies and the wider business sector are detailed in Table 2 below.

Indirect losses through value chains: the losses upstream and downstream caused by direct interruption to production activities. The lack of supply of electricity prevents goods and services being produced and leads to losses both up and downstream in the supply chain.

Long term economic effects: changes in the behaviour of market participants as a result of perceived long-term changes in supply security, including the choice of business location, potential increase in prices due to an increased need for backup facilities and customer churn from unreliable delivery deadlines.

Different classes of customer will experience different losses within these categories. At a broad level, these can be broken down into residential, commercial and industrial customers.

Table 2: Lost power supply and revenue impacts under each scenario variant

<table>
<thead>
<tr>
<th>Scenario variants</th>
<th>Lost power at peak-hour capacity (TWh)</th>
<th>Lost power at average capacity (TWh)</th>
<th>Electricity Revenue@Risk</th>
<th>Sector Loses Direct Revenue@Risk</th>
<th>GDP@Risk (5 Yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>9.9</td>
<td>7.2</td>
<td>$1.15bn</td>
<td>$60.9bn</td>
<td>$243bn</td>
</tr>
<tr>
<td>S2</td>
<td>36.9</td>
<td>21.0</td>
<td>$2.46bn</td>
<td>$130.2bn</td>
<td>$544bn</td>
</tr>
<tr>
<td>X1</td>
<td>63.1</td>
<td>36.0</td>
<td>$4.21bn</td>
<td>$222.8bn</td>
<td>$1,024bn</td>
</tr>
</tbody>
</table>

* Based on data given in US$ 2004 constant prices and converted to US$ 2015 prices using the GDP deflator for the period 2004–2015 estimated to be 1.2.


The economic losses can be split into commercial (72%), industrial (26%) and residential (2%) sectors.

LaCommare & Eto, ibid.
The residential sector In the electricity regions targeted in this scenario (the NPCC and RFC regions, as described at Annex C), the residential sector consumes 36% of all electricity but across all sectors incurs the smallest cost per unit of unsupplied electricity. This is because the electricity delivered to households is considered as final consumption, i.e. it is not used to produce goods for use as inputs elsewhere in the economy. Households are not considered to use electricity to generate income, so losses are the direct costs incurred by undelivered electricity. Losses can be grouped into material and immaterial losses. Material costs include out-of-pocket expenses such as candles, prepared food and food spoilage. Immaterial losses include stress, inconvenience, fear and anxiety, etc. Immaterial losses are particularly difficult to evaluate but can be captured using contingent valuation techniques where people are asked how much they would be willing to pay to avoid an electricity outage or, alternatively, how much they would be willing to accept as payment to experience an outage.

The industrial sector incurs the highest direct and indirect losses for unsupplied electricity. In 2014, the industrial sector accounted for 25% of total electricity consumption within NPCC and RFC. Electricity is required as an input factor of production to produce goods that are used elsewhere in the economy, meaning that the impacts compound along the supply chain. This is particularly important for supply chains that operate using ‘just-in-time’ philosophy and therefore have little inventory to draw on. In an outage event with a long duration, even industries with large stocks of inventory may experience supply chain disruption. Several studies have estimated the value of lost load to industrial customers as being in the range of US$10 and US$50 for each kWh of electricity unserved.\(^\text{12}\)

The commercial sector consumes 39% of total electricity and as a sector is willing to pay twice as much as the industrial sector on average to avoid a power outage.\(^\text{13}\) This is most likely explained by the commercial sector’s high dependence on electricity for making sales and a loss of patronage and reputation in the event of electricity failure. Unlike the industrial sector, the commercial sector sells most of its goods directly to end consumers, thus downstream indirect losses are capped. However, as the commercial sector purchases its goods from elsewhere in the economy, upstream indirect losses will be significant.

Impact by economic sector

Table 3 below provides the estimated losses for each sector of the economy under the scenario variants.

Impact to the US economy

The economy suffers both supply and demand side shocks. On the demand side, consumption is impacted because people are unable to complete economic transactions, are not able to travel to buy goods and cannot use online sources to make purchases. Exports and imports are also impacted, as ports are not able to load and unload goods that come from international markets. On the supply side, labour is negatively impacted because people are either unable to get to work or their productivity is critically dependent on electrically powered technology. All of these factors have serious negative consequences on market confidence.

For the areas affected by electricity failure, it is assumed that there is a 100% shock to exports and a 50% drop in labour productivity and consumption for the duration of the outage in each variant of the scenario. For example, in S1 the regions affected represent 29.5% of the US population for 3.78 outage days. Over one quarter this represents a shock to the US economy of 0.61%. This process was repeated for each of the variants and each of the variables being shocked. These values are given in Table 4.

\(^{12}\) Eto et al., 2001; Reichl 2013; Royal Academy of Engineers, 2014.

\(^{13}\) Reichl et al., 2013.
By applying these shocks to the Oxford Economics Model we are able to derive estimates for the total USA ‘GDP@Risk’ under each scenario variant.

The GDP@Risk for the USA is shown in Figure 3. These results suggest that although the initial shock on the economy is severe, it reverts to pre-shock equilibrium levels before the end of the third year. In the standard variant scenario, when the crisis lasts two weeks to 90% power restoration, the total expected GDP@Risk is £243bn. At the other extreme, in the X1 scenario the outage lasts four weeks and the losses to the economy exceed $1trn.

Note that the economic impacts are non-linear with respect to the size and duration of the outage. Even though the marginal cost of electricity failure decreases for direct losses, the reverse is true for indirect losses. The marginal cost of indirect losses grows as the severity of the outage increases and the duration is extended across scenario variants. The economy is slow to rebound to pre-disaster levels once power is returned. For extended outages like in X1, businesses may relocate to other regions, market confidence will wane for several quarters, international competitiveness will drop, and investments from overseas will be diverted elsewhere. The relationship between direct and indirect impacts concurs with the existing literature, which suggests indirect impacts are of much larger magnitude than direct impacts.

Table 4: Macroeconomic shocks applied to the Oxford Economics Model

<table>
<thead>
<tr>
<th>Duration</th>
<th>Consumption</th>
<th>Labour</th>
<th>Exports</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1 2 weeks</td>
<td>0.61%</td>
<td>0.61%</td>
<td>1.32%</td>
<td>-5%</td>
</tr>
<tr>
<td>S2 3 weeks</td>
<td>1.31%</td>
<td>1.31%</td>
<td>2.84%</td>
<td>-10%</td>
</tr>
<tr>
<td>X1 4 weeks</td>
<td>2.24%</td>
<td>2.24%</td>
<td>4.85%</td>
<td>-20%</td>
</tr>
</tbody>
</table>

Figure 3: Domestic USA GDP@Risk under each variant of the Erebos Cyber Blackout Scenario
Cyber as an emerging insurance risk

Cyber insurance is a rapidly growing market and London has become a centre of expertise and capacity for this new form of risk. Corporate risk managers see cyber attacks as one of their most serious concerns and obtaining cyber insurance protection is becoming an increasingly important part of business risk management. Most corporations are experiencing frequent cyber attacks and attempted compromises of their IT systems, so they are aware that the threat is significant.

The characteristics of cyber risk

Cyber is an unusual insurance risk. It is a relatively young phenomenon and so there is only a short history of claims experience available to calibrate the likelihood of future risk.

While there have been large individual business losses attributed to cyber attacks there have so far been no examples of catastrophe-level losses from a widespread cyber attack having a severe impact on many companies all at once.

It is a dynamic risk – the technology applications, software vulnerabilities, preferred attack practices by perpetrators, legal case law and compensation practices, and insurance product design and coverage offerings, are all rapidly changing.

Insurers are also realising that the cyber threat has the potential to generate claims from lines of insured business where cyber damage is not an explicit cover. This ‘silent’ cyber exposure refers to instances where claims may arise under an all risks cover. Insurers may not realise the extent of their exposure to this emerging threat class, and may not have charged premium to cover this aspect of the risk. Insurers may be holding more cyber exposure in unexpected lines of business in their portfolio than they realise.

The greatest concern for insurers, however, is that the risk itself is not constrained by the conventional boundaries of geography, jurisdiction or physical laws. The scalability of cyber attacks – the potential for systemic events that could simultaneously impact large numbers of companies – is a major concern for participants in the cyber insurance market who are amassing large numbers of accounts in their cyber insurance portfolio. The common perception of cyber threat is that a few lines of malicious code can be written fairly easily to infect systems widely and indiscriminately across the entire internet14 – huge improvements in security by corporate systems have not fully alleviated the fear of widespread and systemic attack. Insurance companies cite their poor understanding of their probable maximum loss (PML) as one of the main reasons for not making more capacity available to meet demand for cyber insurance.15

However, cyber attacks and IT events are not unlimited or infinitely scalable. They can have significant constraints that limit attack severity and curtail the amount of loss that insurers may face. A successful cyber attack has to overcome all the security systems put into place to protect against it, requires expertise and resources by the perpetrators who face their own risks of identification, prosecution and retribution, and the loss consequences of attacks are mitigated by risk management actions. Further discussion of these factors is in Annex C.

Cyber insurance

Cyber attacks trigger different insurance policies depending on the targeted system and damages incurred. An Information Technology (IT) attack, such as a data breach, may activate data breach, data loss or data recovery policies. However, an Operational Technology (OT) attack, such as an attack on a manufacturing plant, may activate both first and third party business interruption policies as well as property damage policies if physical damage occurs.

On occasion, IT and OT cyber attacks are also covered by affirmative cyber policies. In some situations OT cyber attacks may be covered by traditional general liability policies. There is also a difference in insurance policy interpretation of traditional liability policies; some insurers remain silent while others offer affirmative cyber coverage. If the insurers are silent on the issue, then it is open to interpretation whether or not the general policy covers certain cyber events.

14 Notorious examples like the loveyou computer worm that attacked tens of millions of Windows personal computers in 2000 were powerful precedents that suggested mass scaling attacks would be serious problems for businesses. Fortunately new generations of security systems provide greatly improved protection against unsophisticated malware.

Challenges for the development of cyber cover

The current cyber insurance market is dominated by IT policies; OT cyber policies are less common. IT-related cyber attacks, such as high profile data breaches, have been widely reported, while OT attacks have received less publicity. Examples of historical OT attacks with insurance payouts and demonstrable economic damage are less common. This presents a challenge for the process of creating pertinent insurance cover. Members of the critical national infrastructure industry in particular are increasingly at risk of both IT and OT cyber attacks, and could potentially benefit from insurance coverage for both.

Given the evolving threat landscape of cyber risk, particularly in the OT event domain, insurers need to assess cyber risk technically rather than statistically. The Chief Risk Officers’ (CRO) Forum has outlined four specific challenges that the insurance market faces in its endeavour to properly assess cyber risk:\footnote{CRO Forum, 2014.}

- Insufficient or poor quality loss information – available historical data does not reflect the current environment or evolving threat landscape.
- Uncertain value of loss information – there is no established calculation method and poor information sharing.
- Highly interconnected IT systems – it is hard to measure an insurer’s cyber risk exposure accumulation.
- Continually evolving attack strategies, perpetrators and motives – only motive and attribution for an attack will determine whether clauses and exclusions can be considered.

These challenges highlight the need for collective approaches to sharing data, particularly overcoming the reluctance to disclose information to other risk stakeholders, and most importantly, carrying out analysis of potential scenarios of future cyber risk events.
Insurers would see a large number of claims resulting from this scenario, across many lines of business. In this section, we estimate the losses that the insurance industry would be likely to pay out. Table 5 shows the losses for the main areas of insurance business that are likely to drive the total payouts. A detailed breakdown of estimated losses by line of insurance is at Figure 4. We describe the main assumptions in this section.

We also provide a guide for calculating an insurance company's portfolio-specific loss that would be compatible with this scenario – this is available online with this report.

**Claimant types**

The loss would be expected to derive predominantly from six categories of claimant:

1. **Power generation companies** – the companies that own the generators and use them to generate and sell electrical power to the grid. They suffer property damage (to their generators), business interruption in being unable to sell electricity as a result of property damage, together with incident response costs and fines from the regulators for failing to provide power.

2. **Defendant companies** – companies sued by the power generation firms to recover some of their losses. Defendant companies are likely to be different types of organisations who provided the generators and control systems that proved vulnerable to the attack. Litigation costs and settlements are claimed under the defendants’ liability insurance. These defendant companies include: engineering companies that manufactured and supplied the vulnerable generators; suppliers of control room systems; developers of the control system software; developers of the security software providing firewalls and malware protection; and, any companies involved in the ‘vector’ of introducing the malware into the control rooms.

3. **Companies that lose power** – companies that suffer losses as a result of the blackout. These include those that are in the areas of the outage and that suffer property losses (principally to perishable cold store contents) and those who have insurance coverage with suppliers extension to pay out on business interruption from power loss. Any company that fails to protect its workforce, or that causes a polluting accident resulting from the outage, or is adversely impacted by the event and suffers disproportionately, particularly as a result of management decisions, may also generate claims under various coverages in their liability insurance.

4. **Companies indirectly affected** – A separate category of companies are those outside the area of the outage but that are impacted by a company in the blackout.

<table>
<thead>
<tr>
<th>Table 5: Estimated insurance industry losses resulting from the three variants of the scenario ($m)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Claimant Type</strong></td>
</tr>
<tr>
<td>Power generation companies</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Defendant companies</td>
</tr>
<tr>
<td>Companies that lose power</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Companies indirectly affected</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Homeowners</td>
</tr>
<tr>
<td>Specialty</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
</tr>
</tbody>
</table>

17 Federal Energy Regulatory Commission (FERC), North American Electric Reliability Council (NERC).
Business Blackout

region which provides them with vital supplies and that claim contingent business interruption critical vendor coverage. Companies that suffer share price devaluation as a result of having inadequate contingency plans may generate claims under their directors' and officers' liability insurance.

5. Homeowners – individual households suffering power losses may file claims for any property damage, principally resulting from fridge and freezer contents defrosting, covered by their contents insurance.

6. Specialty – the power outage is likely to cause claims under various specialty covers, most importantly event cancellation.

Power generation companies

Property loss
There are around 150 companies that generate power in the zones of NPCC and RFC, operating 261 power plants that contain 676 generators with capacities of over 100 MW. The S1 and S2 scenario variants envision 50 of these generators – around 7% of the total – being damaged. In X1 it is 100 generators – 14%. In the scenario, we have not specified which generators these are, but have modelled a range of permutations of damaged generators in different companies and plants. In variant S1, each suffers loss of around 30% of its total value in damage although at least one suffers an explosion and is a total loss. In variant S2 the damage ratio is 40% and in X1 the damage ratio is 50%. The buildings surrounding the generators and other equipment suffer minor damage.

The loss from this property damage is claimed from insurers by the power companies under their property insurance, and any affirmative cyber insurance policies that include property loss. We have assumed that all of the damaged generators are insured, at an average value of $107,500 per MW of capacity.18

Table 6 shows the assumptions made about deductibles and limits applied to the generators in the insurance programmes of the power generating companies.

Business interruption
The damage to the generators prevents the power generation companies from generating and selling power to the grid while the generators are repaired and brought back online. They claim for this loss under their business interruption coverage on their property insurance. A monthly rate of loss of $83,000 per MW lost is assumed equivalent to the average value of the power sold by the company to the market. Deductibles and limits assumed are provided in Table 7. Repair times for generators are derived from estimates of repairing different severities and mechanisms of damage, for example replacing burnt-out bushings, reconditioning broken crank shafts, and ordering and installing new replacement generators where totally destroyed.

Power generation companies

Table 6: Values and deductibles assumed for power generation company claims under property and business interruption insurance

<table>
<thead>
<tr>
<th>Generator size</th>
<th>Approximate MW</th>
<th>Approximate asset value, $m</th>
<th>Approximate deductible, $m</th>
<th>Business interruption days</th>
<th>Limit, $m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Large</td>
<td>1000 MW</td>
<td>$50</td>
<td>$1.00</td>
<td>60</td>
<td>$50</td>
</tr>
<tr>
<td>Medium</td>
<td>500 MW</td>
<td>$30</td>
<td>$0.50</td>
<td>45</td>
<td>$50</td>
</tr>
<tr>
<td>Small</td>
<td>100 MW</td>
<td>$1</td>
<td>$0.25</td>
<td>14</td>
<td>$50</td>
</tr>
</tbody>
</table>

Table 7: Summary of power company business interruption values

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>X1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average months out of service</td>
<td>3.5</td>
<td>4.5</td>
<td>5.5</td>
</tr>
<tr>
<td>Deductible max. limit, months</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Incident response costs
The incident will generate additional costs for the power generation companies in their emergency response to the event, the clean-up and making safe processes, and post-event investigation and forensics. The technical response will include the making safe of the malware, ensuring the system is clear of any similar threats, and investigation of the provenance of the malware and the vectors and vulnerabilities exploited in infecting the system to prevent any recurrence. These incident response costs will be claimed under the property insurance policies, and any cyber affirmative covers purchased. Costs of upgrading the system to a more secure standard are not recoverable under most standard cyber insurance policies. We expect these incident response costs to be mainly internal staff costs but these may involve external consultants with relevant skills working for several weeks on site at billable rates.

18 Hynes, 2009.
Power generation companies that do not suffer damage are also likely to carry out internal system checks to see if they are infected with the malware and to identify any vulnerabilities that could cause them similar problems in the future. These companies may be able to recover some of their costs under cyber insurance policies, depending on the coverage structures.

Fines
The power generation companies face civil penalty fines from their regulators for failing to meet key security and reliability standards. Fines can be levied by the Federal Energy Regulatory Commission (FERC) based on North American Electric Reliability Corporation (NERC) standards. Fines of up to $25m have been levied on power companies, and we have assumed that fines levied would be similar to those resulting from previous precedent outages, and scaled according to the loss (see breakout box).

FERC fines
NERC maintains reliability standards over its associated industries, which include critical infrastructure protection (CIP) security standards. NERC conducts annual audits of various electric utilities over the course of the year, either randomly or after a major outage event.

The Federal Energy Regulatory Commission (FERC) can then impose fines on electricity companies for violating these NERC reliability and CIP standards and can be as high as $1m per day. (Tripwire) The CIP fines focus in particular on cyber security standards.

Typically, a portion of these fines is paid to the US Treasury and NERC, while the remainder is used by the electricity company to make improvements in keeping with reliability and security standards.

Although civil penalty fines for violation of NERC reliability standards typically range from $50,000 to $350,000, there are recent examples of fines greater than $1m, especially in cases where an outage has occurred. (DeJesus and Halpern, 2013)

- Florida Power and Light Company (FPL) was made to pay a $25m fine for violating reliability standards in 2009. (DeJesus and Halpern, 2013)
- PacifiCorp was required to pay $3.925m for a 2011 outage. (DeJesus and Halpern, 2013)
- Arizona Public Service Company (APS) was forced to pay $3.25m in fines for the 2011 Southwest outage that affected 5 million people. (Peace and Tweed, 2014)

There is also a precedent of FERC fining an entire NERC region. A 2008 outage in the Florida Reliability Coordinating Council (FRCC) left almost one million people without power and FRCC was made to pay a $350,000 fine. (Doby, 2012)

In addition, legal sanctions could be imposed by the Attorneys General of states that are affected, and potentially by the federal government. Some of these regulatory fines may be recoverable under insurance coverages.

Other liabilities
Companies that operate under ‘Common Carriage’ (e.g. energy companies, telecoms, transport, public utility companies) have tariff protection from their regulator to protect them from legal action from their customers. These protections have been frequently tested in law suits but have proven resilient.

Power generation companies do purchase liability insurance, but we assume that although there may well be legal cases arising, the tariff protection will continue to hold, and that insurance payouts under liability covers for the power generation companies will be minimal.

Defendant companies
We assume that the power generation companies sue a number of their suppliers who they claim are culpable in the security failure to protect their systems from the malware and in the vulnerability of the generators to cyber attack. They claim the net losses that they suffer that they have not been able to recover from their insurers or others, including non-insured assets, exclusions, co-insurance deductibles, and losses above policy limits.

Defendant companies could include:

- Engineering companies that manufactured, installed, and maintained the vulnerable generators.
- Suppliers of control room systems.
- Developers of the control system software.
- Developers of the security software providing firewalls and malware protection.
- Any companies involved in the ‘vector’ of introducing the malware into the control rooms.

Liability loss assumptions
We assume that these defendant companies carry liability insurance and that claims are aligned with errors and omissions and other liability coverages. The insurers of each of these defendant companies take control of the litigation as soon as they are notified of the suit. The chain of liability is complicated by the fact that no individual company is solely responsible, but the cyber attack could only have succeeded with several of the vulnerabilities and defects in combination.

We assume that the power generation companies are broadly successful and recover around 90% of their claim. Software companies offer a defence that they have
Legal ambiguities in power outage claims

Historically, mass torts against power companies for failure to supply electricity resulting in property damage have not gone favourably for the plaintiffs. The burden of proof of gross negligence is placed on the plaintiffs to prove that significant property damage or personal injury occurred as a direct consequence of the outage. They also must show that they have taken every precaution to prevent the loss themselves, such as by installing uninterruptible power supplies. Given these requirements for torts, the most successful torts have been for food spoilage and mould remediation. (Standler, 2011)

Courts may vary in their definition of “physical damage” when it comes to service interruption coverage. In American Guarantee & Liability Insurance Co v. Ingram Micro, Inc. (2000), the Court ruled that “physical damage” had occurred when a power outage shut down a microcomputer manufacturing plant. In this instance, the term “physical damage” was not restricted to simply physical destruction or harm of computer circuitry, but was stretched to include “loss of access, loss of use and loss of functionality.” (Samson, 2000)

In Wakefern Food Corp v. Liberty Mutual (2009) the Court ruled that Liberty Mutual would pay service interruption claims to Wakefern for food spoilage that occurred in their supermarkets during the Northeastern United States 2003 power outage. However, in Fruit and Vegetable Supreme Inc. v. The Hartford Steam Boiler Ins. Co. (2010) and Lyle Enterprises, Inc. v. Hartford Steam Boiler Inspection and Insurance Co., 399 F.Supp.2d 821 (E.D.Mich. 2005) the court denied the requested service interruption payment for food spoilage during the 2003 outage. (Jackson, Seth)

Companies that lose power

Companies in the affected geographic region of the event footprint (15 states, plus Washington DC) lose power for some period of time, but most are fairly quickly reconnected. The proportion of companies that are affected by outages of different duration is assumed to be the same as the general population of the region, and follow the power restoration curves of Figure 2. Damage and injuries, business disruption, as well as share price devaluation resulting from the outage may all result in insurance payouts.

Perishable contents

The affected region contains an estimated 17,000 large commercial establishments that maintain cold stores and perishable items requiring continuous power operation, including supermarkets, food processing companies, distribution warehouses, laboratories and storage units. We assume that a high proportion of these (80%) have contents insurance. All of these can be expected to have backup generator facilities that will continue to function for some time and maintain power. The average diesel fuelled backup generator carries around 14 days' worth of fuel. When the outage extends across this period, these backup generators lose power, due to the loss of electric-powered gas pumping and shortened supplies from panic buying. In the event of backup generator failure in a long blackout period, perishable contents will ultimately spoil. We estimate that this would affect around 20% of establishments in the S1 scenario (25% in S2 and around 40% in X1). Spoiled contents are claimed under contents insurance with an assumed average claim value, after deductibles, of $50,000 to $500,000, depending on the size of establishment.

The region also contains a further 40,000 small and medium enterprises with smaller capacity cold storage units which have lower insurance penetration (50–70%), very limited backup generator capability, and much smaller average claims ($10,000 to $30,000).

The combined outage losses from these establishments are estimated in the category of companies that lose power – perishable contents.

Contingent business interruption – suppliers extension

It is common for property insurance on large facilities to have a suppliers extension, also known as ‘service interruption’ cover, or ‘utilities extension’. This is a component of ‘contingent business interruption’ (CBI) coverage for business interruption resulting from lengthy disruption to key utilities such as electrical supply. We have assumed that ‘large facilities’ are properties with a total insurable value (TIV) of $50m or above. Properties smaller than this do not typically have insurance that includes a suppliers extension.

We estimate that there are around 40,000 large facilities with total insurable value of around $50m or more in the affected region. These include:

- Commercial offices of over 200,000 sq ft
- Major factories, manufacturing, and processing plants
- IT data centres and server farms (Tier 3 & 4)
- Refineries and industrial plants
- Mining and other primary industry operations
- Very large transportation facilities (eg commercial airports/ports/rail terminals)
We believe that in the current market conditions, it is reasonable to assume that 95% of property insurance on large facilities has a suppliers extension.

The suppliers extension covers outage resulting from fire, lightning, explosion, and aircraft impact (FLEXA perils). We assume that the cyber damage resulting in burn-out of the generators and in some cases explosion will be interpreted as fire damage so that losses from the resulting power outage will be covered under suppliers extension. This may be challenged by insurers in practice but our assumption in this estimation is that payouts do occur.

There may be some exclusions that are sustained. Some SE policies have ‘territorial limits’ and only cover FLEXA events that occur close to the property (eg within 10 miles), and this may be successful in excluding payouts for damage to generators many miles away.

We assume that SE coverages that use CL380 wording, which specifically excludes cyber as a cause of loss, are successful in excluding claims due to the malicious intent of the perpetrators and result in no insurance payouts. However, policies using the standard NMA (2912, 2914 and 2915) wording incur payouts (see the callout box at page 38 for further detail on exclusions).

A variety of deductible periods are applied to SE in the insurance market, typically 28 days or, less commonly, 14 or 7 days. We assume that almost all large facilities in the area have their own backup generator systems but that these can only run for a limited period without refuelling, and that fuelling shortages and delivery difficulties during the outage period will mean that a proportion of large facilities will ultimately suffer outages that exceed their deductible periods. We assume an average daily compensation sum of around $600,000, based on national statistics of average economic output per day from large facilities of this description.

Overall, this is an area of considerable ambiguity and uncertainty, not least due to the interpretation of potential ‘silent’ cyber coverage but, in our loss estimation with objective assumptions, this coverage and insurance line is likely to be a major driver of insurance loss.

**Liability**

There are a number of liability insurance coverages that could be triggered by power outages to companies in the affected region. These potentially include, but are not limited to, general liability, errors and omissions, directors and officers, portions of commercial multi-peril coverage, medical malpractice, product liability, and others. Although we expect relatively low levels of bodily injury to result from this scenario, there is potential for deaths and injuries directly related to outage conditions to reach significant levels, as described below. These could trigger significant amounts of liability claims from general liability covers (if deaths occur to third parties from company failures in the blackout), medical malpractice (if hospital or nursing home deaths occur) or from other failures in duty of care.

It is also likely that claims will originate from contractual failures linked to the blackout, such as financial services companies failing to complete electronic transactions or failures by companies to meet their obligations to customers and counterparties.

The most likely area of liability claims is from Directors and Officers (D&O) covers. There is a limited but growing body of case law to support the contention that companies owe a duty of care to their shareholders to maintain risk management procedures to deal with crises. Companies that are adversely affected by the blackout, particularly those that in some way perform worse than their competitors, lose market position and see stock price valuations marked down by analysts, are increasingly likely to see legal actions against the officers of the company by their shareholders.

In our loss estimation, we assume that some proportion of large companies that are badly affected by the blackout suffer class actions from shareholders. We define these as the worst 2% (in S1, 3% in S2 and 5% in X1) of medium to large companies (ie ranging from 100 to 1000 employees). They suffer lengthy outage periods (over five weeks) combined with backup generator failure. The balance sheet loss of quarterly revenue resulting from the power outage is reflected proportionately as stock price devaluation, which shareholders seek to recover with a lawsuit against the officers of the company. The loss estimate assumes some 260 companies see suits of this type in S1, around 500 in S2 and over 1,000 in X1. Shareholders recover around 75% of their claims. Note that we assume that no US corporation of Fortune 1000 status is affected by shareholder action, as these are well diversified geographically and in business activities, and are considered unlikely to be severely impacted in quarterly earnings by a regional blackout.

**Companies indirectly affected**

Many other companies could potentially be impacted by the sudden disruption of economic activities in the Northeastern United States. They could have business counterparties, trading partners, suppliers, investors, creditors and subsidiaries that are disrupted by the blackout. The indirect consequences on them can cause losses to their insurers.
Contingent Business Interruption (CBI)

Critical Vendor

Large facilities with property insurance with an extension for CBI may also include ‘critical vendor’ coverage. This is a separate subordinate contract or ‘sublimit’ that provides payouts for business interruption that arises from disruption to vital supplies they obtain from other companies. Critical vendor coverage typically covers ‘Tier 1’ suppliers in a company’s supply chain. Accepted practice is to include a schedule of named critical vendors, but this is not always followed. A different set of perils can be specified to the suppliers extension coverage, and may include natural catastrophes but, as with other covers, it may be silent with regard to cyber as the proximate cause of disruption to the critical vendor coverage. We assume that interpretation of peril coverage – ie whether disruption to a critical vendor as a result of power loss resulting from a cyber attack is covered – will be highly contested. Our assumption is that a proportion of these claims are successful.

An example would be ‘EndCo.’, an electronics assembly company in California that uses parts from ‘SupplierCo.’, a key circuit board manufacturer in Massachusetts. SupplierCo is a nominated critical vendor on the CBI cover for EndCo. When SupplierCo’s operations are disrupted from the cyber blackout and are unable to provide the parts to EndCo, the earnings losses that EndCo suffers are claimed from EndCo’s insurers under EndCo’s CBI cover for critical vendors.

Note that in the globalised economy, large facilities with CBI insurance for these critical vendors could be located anywhere in the world. Insurance companies could find themselves paying out claims from CBI in markets such as Europe, Southeast Asia and Latin America resulting from the blackout event in Northeastern United States. For this loss estimate, we have only included companies in the United States.

We assume that companies in the blackout area ‘fail’ (ie cause loss to their EndCos) if their outage is longer than 7 days. The CBI claim by EndCo (number of days of lost business) is the number of days that SupplierCo suffers an outage. EndCos could also be in the affected blackout region. In this case, they could be able to make a suppliers extension claim in addition to a CBI claim from SupplierCo.

There are over 90,000 large facilities (defined – as for suppliers extension – as facilities with total insured value of over $50m) in the United States. We assume 95% of them have CBI cover, and around a third of them (33%) have covers with nominated Tier 1 suppliers. Eighty per cent of their Tier 1 suppliers are in the United States, and reflecting the proportion of the US population that loses power in the Erebus event, 30% of these suppliers are impacted by the blackout. We assume that less than 25% of companies impacted by the blackout fail in their supplier’s obligations, and they only result in claims if their supply failure lasts longer than the deductible period in the critical vendor policy sublimit. In all we estimate that around 1,300 companies make a critical vendor claim in S1 variant (2,800 in S2 and 5,500 in X1), with an average daily compensation of around $600,000.

Liability (D&O)

As with companies impacted by blackouts, we expect that companies that suffer as a result of counterparty failures will see claims arising for liability issues, most notably under Directors and Officers cover for failing to have adequate risk management processes in place. This is likely to affect companies that suffer competitively, lose market share and that suffer devaluation of their share price as a result. These are likely to trigger legal actions against the officers of the company by their shareholders and settlements of these are losses for the insurer that provides the company’s liability cover. This would be irrespective of whether the company had property insurance with CBI extension that generated a claim from a supplier default.

In the loss estimation we assume that no Fortune 1000 company is affected, but companies of large and medium size (ie ranging from 100 to 1000 employees) are potentially at risk, with around 70% of them having D&O liability cover, and around 25% of them having an important supplier in the impacted Northeastern United States. Of these candidate companies only 2% are disadvantaged (the proportion of suppliers we expect to be more than five weeks in default) and of those only a third perform badly enough to face shareholder action. This results in around 120 companies facing suits for valuation losses of 10–30% in their stock price. We assume that shareholders recover around 75% of their claims through the courts which insurers see as a loss in their liability lines. Both sides have significant legal costs.

Homeowners

Homeowners who suffer property damage to any of their insured assets during the event could be expected to make personal lines insurance claims. This may include damage to cars and houses indirectly resulting from power losses and equipment or alarm malfunctions, potentially including a small number of fires.

Household contents

The most likely cause of large numbers of claims will be from domestic fridge and freezer contents spoilage. Typical HO-3 home insurance policies include standard cover for food spoilage from fridge and freezer defrosting, up to $500. The power outage
would result in domestic fridges and freezers defrosting across the affected area. Any outage of over 24 hours could be expected to result in damage to domestic freezer contents, with longer outages being relatively unimportant in increasing the loss. Around 30% of householders have property insurance, but only 10% have HO-3 contents insurance. 19 We assume that only 50% of potential claimants actually submit a claim, and that the average loss is $400 per claim. We estimate that around 1.2 million households will submit a claim for freezer contents, and that this does not change appreciably in the different scenario variants as the duration of outage is relatively unimportant to the claim frequency.

**Specialty**

Specialty lines of insurance could see losses resulting from lengthy power outages, including event cancellation or show insurance, livestock and aquaculture insurance and other specialised business activities.

**Event cancellation**

The main driver of losses in specialty lines is likely to be event cancellation insurance. The number and type of events that are cancelled will depend on the season of the year that the event takes place. In the autumn and winter months there are more professional sport matches and large holiday-related events. In the summer months, there are more open air, theatre and festival meetings.

We have selected to trigger the event in the summer, with the rationale that triggering the event during peak electricity demand will increase the cascading effect of the grid failure and maximise economic impact. However, an event of this type could occur in any season of the year.

The attack in the scenario takes place in July. We assume that events occurring in the affected region during this period will be cancelled if the power is off during the day of the event and up to two days before the planned event will take place. Our modelling does not predict which areas will be reconnected in which order. In general, we assume that the cancellation profile will follow that of the overall population being deprived of power, for example in S1, 50% of the population is without power after 2 days and 25% is without power for 7 days, so 50% of events scheduled for days 3 and 4 are cancelled and 25% of events scheduled for days 8 and 9, and so on.

Across the affected region there are typically several hundreds of events attended by tens of thousands of people scheduled for the summer months of July and August. These include major league baseball games, ATP tennis, PGA golfing tournaments, horse racing meetings, NASCAR motor racing, large stadium rock, pop and classical concerts, music festivals, arts shows, trade shows, political conventions and commercial conferences. There may be a large number of smaller events also insured but we have focused on these ‘blockbuster’ events.

We assume that 70% of these are insured against cancellation with coverage that includes loss of external power. On average across the affected area and the first four weeks of the event, 21% of events are cancelled. Cancellation costs include ticket sales and lost revenues from TV and sponsorship deals, averaging $2.5m per event. In Scenario S1 we expect claims from around 25 cancelled blockbuster events, in S2, 50 events, and in X1 around 100.

---

Additional areas of insured loss not included in estimate

The scenario would almost certainly result in an increase in claims across areas of insurance that we have not included in this estimation. For example:

**Injury-related claims**
This scenario envisions relatively few people sustaining bodily injury, and so compensation for deaths and injury would likely be minimal. It is possible that people in the generation plants could be hurt by the fire and explosions in the generators, or in fighting the fires. People could be injured in accidents resulting from the blackout. A major public transport accident or plane crash could result in a major insurance payout for injury compensation and liabilities. Heat stress in summer for populations in buildings that lose their air-conditioning could result in hospitalisations and deaths, particularly in the elderly. Hospitals and nursing homes could fail to provide treatments as a result of power loss. There could be riots and social unrest in which people are injured. There could be localised health crises as the effects of the outage wear on.

These situations could give rise to insurance payouts under accident and health covers, workers’ compensation, general liability, healthcare insurance, life insurance, and other lines. Overall we do not expect these compensation payouts to be significant drivers of the industry loss and so these are not included in the estimation.

**Auto**
Auto claims from road traffic accidents would be likely to increase during the initial period of blackout and traffic signal failures, although this could potentially be more than offset by reduced travel as a result of the reduction in economic activity later in the scenario.

**Property fire**
Accidents and fire ignitions tend to increase during lengthy periods of power outages, partly due to safety and prevention systems going offline. Malfunctioning equipment can trigger fires, and alarm systems that would suppress or reduce the severity of fires may be disabled.

**Industrial accidents**
There is a significant chance of an industrial accident or a large fire in a major facility. This could significantly increase the overall insurance industry loss.

**Environmental liability**
The outage could potentially result in industrial accidents that would lead to pollutant release and environmental damage. This could result in significant payouts by insurers under environmental liability coverages held by the companies determined to be responsible.

**Social unrest**
Past blackouts have prompted rioting and social unrest in urban populations, resulting in looting, criminal damage, arson to buildings, and car fires. This would likely generate property losses for insurers over and above the estimates.

Social unrest would be likely in the event of sustained blackouts.
Insurance vs reinsurance
No attempt has been made to apportion losses between primary insurers and their reinsurers.

Ambiguity in cyber coverage
One of the key purposes of this report is to highlight various issues of exposure that insurers may face from the growing threat of cyber disruption. It identifies some key areas of uncertainty and ambiguity that insurers will need to consider, either in their individual policy coverages, or as a part of the broader portfolio.

Property covers and ‘all risks’ descriptions are commonly silent on whether cyber-related losses would be paid. Insurers may assume that their exclusion language and conventional interpretation of coverages will protect them from future claims from cyber events, while purchasers of insurance may think they are protected against losses from cyber, where insurers think that these customers have not purchased cover for it.20

We suggest that it is clearly in the interests of insurance companies and their corporate customers to clarify the situation, and to be clear about what is and what is not covered. It is important for insurance companies to be properly compensated for the real levels of risks from each of the perils that the policy covers, and for insureds to recognise their risks and the value of obtaining protection through transferring this risk to others.

This mismatch of expectation and reality could be expected to generate disputes in the event of a large scale cyber loss. In this analysis, we have identified a number of areas where there could be significant ambiguity around how coverage will be interpreted and whether claims could reasonably be expected to be successful or denied. These include:

Peril definition
There is ambiguity around the peril definition of cyber and interpretation of whether cyber-related claims would be paid for property damage, suppliers extension or critical vendor contingent business interruption. Our scenario has deliberately invoked fire and explosion to make interpretation of cyber-related payouts more credible as interpretations of the traditional FLEXA perils of fire, lightning, explosion and aircraft impact. If the cyber attack was interpreted as being closer to a natural catastrophe, as it is arguably systemic in nature, then denial of these claims might be upheld.

Event occurrence definition
An additional element of uncertainty is the interpretation of the failures of 50 generators as the occurrence of a single event or multiple events, enabling property generating companies to argue for reinstatements and to optimise deductible payouts. This issue may also arise with respect to the impact of power outages on other claimants.21

Territorial limits and specification uncertainties
We have assumed that denial of supplier extension claims are upheld where the policy has territorial limits. We also assume that claims are denied for ambiguity around critical vendor specification and for interpretations around deductibles and event duration.

Exclusion clauses
Many exclusion clauses have been developed for traditional general liability policies to help insurers guard against loss accumulation from cyber events. As described in the breakout box, two of the exclusions (CL 380 and LMA 3030) are designed to prevent claims from cyber events committed with malicious intent or deemed acts of war, while NMA 2912, 2914 and 2915 exclusions are designed to prevent property damage claims from cyber events unless caused by Fire or Explosion. We assume that claims are not paid for coverages that use the CL380 wording.

$5.5bn of uncertainty
We estimate from our modelling of this event, and from the interpretations that we have assumed would be applied, that the insured loss estimation would be increased by at least $5.5bn in the S1 variant if the uncertainties and ambiguities identified above resulted in these denied claims not being upheld.

21 In All Metals Inc. v. Liberty Mutual Fire Insurance Company, No. 3-09-CF-0846 (N.D. Tex. 2010), All Metals argued that a power outage that damaged equipment at its metal recycling facility occurred as a series of damage events and that the insurer should pay out $3m in losses. The Court held that the power outage as a whole counted as only one ‘occurrence’ and Liberty Mutual was only required to pay out $500,000 in losses. (Jackson, Seth V., Zelle Hofmann Voelz & Mason LLP)
Cyber exclusion clauses (Marsh, 2014).

- Terrorism or Malicious Attacks Exclusions
  - CL 380 – Institute Cyber Attack Exclusion Clause
    - Excludes cover for IT system attacks with the intent to cause harm
  - LMA 3030 – Terrorism Form
    - Excludes cover for attacks attributed to nation-states and deemed an act of war/terrorism

- Property Damage Exclusions
  - NMA 2912 – Information Technology Hazards Clarification clause
    - Also called cyber non-aggregation clause
    - This may be for reinsurers
    - Policy excludes losses arising from computer software, hardware and so on unless property damage is caused by:
      - Fire
      - Lightning
      - Explosion
      - Aircraft or vehicle impact
      - Falling objects
      - Windstorm
      - Hail
      - Tornado
      - Cyclone
      - Hurricane
      - Earthquake
      - Volcano
      - Tsunami
      - Flood freeze
      - Weight of snow
  - NMA 2914 – Electronic Data Endorsement A
    - Policy excludes the loss or damage of electronic data due to any cause (specifically a computer virus)
    - Does cover property damage from loss or damage of electronic data if physical damage is caused by:
      - Fire
      - Explosion
    - The basis for media valuation
    - The cost to repair, replace or restore media
    - Reproduction costs – including the cost to reproduce the electronic data, limit on the amount
    - If the media cannot be repaired, replaced or restored then the valuation shall be on the cost of the blank media
    - Value of the lost or damaged electronic data is not covered
  - NMA 2915 – Electronic Data Endorsement B
    - Same as NMA 2914, but different valuation
    - Only the cost of the blank media plus costs of copying the electronic data is covered


We have framed the scenario to try to avoid the confusion of potential cyber loss with an act of terrorism or an act of war as much as possible. Most insurance contracts have exclusions for a loss caused by an act of war. Terrorism is a specific line of coverage. This report is intended to highlight the potential for large scale systemic losses resulting from cyber threats that may need to be borne by the insurance industry without protection from backstops or political intervention.

Cyber sabotage is notoriously difficult to attribute to an actual perpetrator and there may be events where perpetrators are suspected, but not confirmed. This event as specified represents extensive sabotage of infrastructure and is damaging to the economy, but has no clear perpetrator. Nor is there any evident indication that the event was intended to influence the policy or conduct of the US Government or civilians. We therefore assume that the US Government does not declare the Erebos Event attack as an act of war or terrorism, and that TRIA is not activated.
The Terrorism Risk Insurance Program Reauthorization Act of 2015 (TRIPRA 2015 or TRIA) was originally enacted in the US in 2002 to help stabilize the insurance market after 9/11. As a result of the major losses experienced from the 9/11 terrorist attacks, many reinsurers left the terrorism market, forcing primary insurers to do the same. The US Government stepped in with TRIA, which required insurers to offer terrorism cover with the government acting as a reinsurer.

The programme triggers when losses from certified acts of terrorism exceed $100m in a programme year. Additionally, in order to access the reinsurance, individual insurers must meet a deductible of 20% of direct earned premiums in the preceding year for covered lines. The US Government will then reimburse insurers for 85% of covered losses from an event certified as terrorism by the Department of Treasury. In order for an event to be certified as an act of terrorism the US Treasury Secretary in consultation with the US Secretary of State and the Attorney General of the United States must determine the event is:

"a violent act or an act that is dangerous to: human life; property; or infrastructure; that resulted in damage within the United States…by an individual or individuals as part of an effort to coerce the civilian population of the United States or to influence the policy or affect the conduct of the United States Government by coercion."

Professional liability lines of coverage were removed from the scope of TRIA when it was first reauthorised in 2005. Most (re)insurance companies treat cyber insurance as a professional liability coverage exempt from TRIPRA. As a result, the cyber insurance market has developed without the expectation of a federal backstop to cap losses.

However, exposure to cyber terrorism extends beyond the coverage traditionally offered by cyber insurance. For example, cyber attacks against Operational Technology can result in physical property losses and bodily injuries by causing explosions or releasing toxic materials. These cyber terrorism events could result in claims against the lines of insurance covered by TRIPRA — such as property and workers’ compensation.

Insurance claims by line of business

The matrix at Figure 4 presents our assessment of the impact on claims to all major lines of insurance. Four lines experience ‘major’ increases in claims, and a total of 32 lines are exposed to some increase in claims.

[32] The description of TRIPRA 2015 is accurate as of publication. However, significant changes to the programme trigger and insurer co-share will occur over the reauthorisation’s lifespan.
[24] Beginning in 2016, the trigger increases by $20m each year to reach $200m in 2020.
[26] Beginning in 2016, the federal reimbursement percentage decreases by 1 percentage point per calendar year until reaching 80%.
**Figure 4: Insurance industry loss estimation**

We estimate that claims would be triggered under a wide range of classes of insurance, as illustrated below:

<table>
<thead>
<tr>
<th>CLASS</th>
<th>LINE OF BUSINESS</th>
<th>CLASS</th>
<th>LINE OF BUSINESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Property</td>
<td></td>
<td>Life &amp; Health</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Life Insurance</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Health Insurance</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Income Protection</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Death &amp; Disability</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hospital Cover</td>
<td>3</td>
</tr>
<tr>
<td>Casualty</td>
<td></td>
<td>Pension and Annuities</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Standard Annuities</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Variable Annuities</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Enhanced Annuities</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Life Settlements</td>
<td>0</td>
</tr>
<tr>
<td>Auto</td>
<td></td>
<td>War &amp; Political Risk</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Kidnap &amp; Ransom</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Political Risk</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Political Violence &amp; Terrorism</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Product Recall</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trade Credit</td>
<td>4</td>
</tr>
<tr>
<td>Marine &amp; Specie</td>
<td></td>
<td>Agriculture</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Multi-peril Crop</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Crop Hail</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Livestock</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Forestry</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Agriculture</td>
<td>1</td>
</tr>
<tr>
<td>Aerospace</td>
<td></td>
<td>Cyber Cover</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Standard Data Breaches</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Advanced Property</td>
<td>5</td>
</tr>
<tr>
<td>Energy</td>
<td></td>
<td>KEY TO CHANGE IN INSURANCE CLAIMS</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Major decrease in claims</td>
<td>-5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>Specialty</td>
<td></td>
<td>No change in claims</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Major increase in claims</td>
<td>5</td>
</tr>
</tbody>
</table>

**CLASS LINE OF BUSINESS**

- Personal Lines/Homeowner 0
- Personal Contents 2
- Commercial Combined 3
- Construction & Engineering 1
- Commercial Facultative 0
- Binding Authorities 0

- Workers’ Compensation 1
- Directors & Officers 3
- Errors & Omissions 3
- Financial Lines 3
- General Liability 4
- Healthcare Liability 0
- Professional Lines 1
- Professional Liability 2

- Cargo 0
- Marine Hull 0
- Marine Liability 1
- Specie 1

- Airline 2
- Airport 3
- Aviation Products 1
- General Aviation 1
- Space 0

- Downstream 5
- Energy Liability 3
- Onshore Energy & Power 0
- Upstream 0

- Accident & Health 1
- Aquaculture Insurance 0
- Contingency – Film & Event 3
- Equine Insurance 2
- Excess & Surplus 1
- Surety 0
Lloyd’s conclusions

A cyber attack of this severity is an unlikely occurrence, but we believe that it is representative of the type of extreme events that insurers should assess in order to understand potential exposures. One of the key features of cyber risk brought to life by the scenario is the broad reach of a major event: insurers should consider cyber attack to be a peril that could trigger a wide range of economic losses.

Cyber risk is already an embedded feature of the global risk landscape, and insurance has the potential to greatly enhance cyber risk management and resilience for a wide range of organisations and individuals who are exposed to its impacts. Nevertheless, the likelihood and impact of severe events remain subject to much uncertainty, and the pace of insurance innovation should be linked to the rate at which this uncertainty can be reduced.

This report also reveals the vital contribution of research and analysis in reducing uncertainty concerning cyber risk. Data will be a key factor for enabling further analysis and the development of models to enhance the understanding of cyber risk. The systemic, intangible, constantly evolving nature of cyber threats presents significant challenges for gathering the data required to achieve accurate quantification of the risk for insurance portfolios which could span the global economy.

A key mechanism, therefore, by which any insurance or research organisations might be able to achieve the insight needed to capture the full extent of the risk could be enhanced data exchange.

The sharing of cyber risk data is a challenging undertaking involving many complex issues. Examples of sharing arrangements for cyber attack data are already in operation around the world, and these offer the promise that much can be achieved. However, the scale of event described in this report reveals the very wide scope of data that insurers require in order to reduce uncertainty concerning severe events. The sharing of insurance loss data attributable to cyber events among insurers could contribute to this, but this is unlikely to be sufficiently comprehensive in isolation to accurately assess extreme events spanning the full spectrum of threat and every economic sector. Voluntary sharing of cyber attack data, involving a wide range of parties with an interest in developing resilience to cyber attack, offers the most promise for enabling the insurance solutions required to meet this key emerging risk.
### Annex A: Cyber attacks against Industrial Control Systems since 1999

<table>
<thead>
<tr>
<th>Date</th>
<th>Event name</th>
<th>Detailed description</th>
<th>Actors</th>
<th>Motivation</th>
<th>Methodology</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>April 1999</td>
<td>Gazprom – Russian gas supplier</td>
<td>A Trojan was delivered to a company insider who opened it deliberately. The control system was under direct control of the attackers for a number of hours.</td>
<td>Targeted Attack &amp; Insider</td>
<td>Sabotage &amp; Ransom</td>
<td>Trojan &amp; Insider Access</td>
<td>Unauthorised Access</td>
</tr>
<tr>
<td>July 1999 (National Safety Transport Board, 2002)</td>
<td>Bellingham</td>
<td>Over 250,000 gallons of gasoline leaked into nearby creeks and caught on fire. Large amount of property damage, three deaths and eight others injured. During the incident the control system was unresponsive and records/logs were missing from devices.</td>
<td>Accident</td>
<td>Unknown</td>
<td>Accidental</td>
<td>Physical Damage and Bodily Injury</td>
</tr>
<tr>
<td>May 2001 (US House of Representatives, 2005)</td>
<td>California</td>
<td>A hacking incident at California Independent System Operator (ICASO) lasted two weeks, but did not cause any damage.</td>
<td>External attack</td>
<td>Unknown and contained</td>
<td>Deliberate</td>
<td>Thwarted</td>
</tr>
<tr>
<td>August 2005 (GAO Report, 2007)</td>
<td>Daimler-Chrysler</td>
<td>Thirteen Daimler-Chrysler US auto manufacturing plants were taken offline for about an hour by an internet worm. An estimated $14m in downtime costs.</td>
<td>Spyware Installation</td>
<td>Zotob Worm and MS05-039 Plug-n-Play</td>
<td>Infection</td>
<td></td>
</tr>
<tr>
<td>Infection</td>
<td>Brown’s Ferry</td>
<td>Loss of recirculation flow on a US nuclear reactor down for maintenance caused a manual scram. A worm exploited a buffer overflow flaw in the widely used MSSQL server during the scram.</td>
<td>Unknown</td>
<td>Slammer Worm and Buffer Overflow</td>
<td>Non-industrial control systems targets</td>
<td></td>
</tr>
<tr>
<td>Oct 2006</td>
<td>Harrisburg</td>
<td>Hackers gained access to a water treatment plant through an infected laptop.</td>
<td>Targeted Threat Agent</td>
<td>Mischief</td>
<td>Compromised Laptop</td>
<td>Server used to run online games</td>
</tr>
<tr>
<td>Jan 2008 (Maras, 2012)</td>
<td>Lodz</td>
<td>Attacker built a remote control device to control trains and tracks through distributed field devices. Four trains were derailed with zero deaths. A disgruntled employee installed malicious code on a canal control system.</td>
<td>Targeted Threat Actor, Accident or Insider Attack</td>
<td>Mischief</td>
<td>Altered Universal Remote</td>
<td>Mayhem, Criminal Damage</td>
</tr>
<tr>
<td>Jan 2008 (Knapton, 2008)</td>
<td>Kingsnorth</td>
<td>Attacker broke into the E.ON Kingsnorth power station which caused a 500MW turbine to take an emergency shutdown.</td>
<td>Targeted Threat Actor</td>
<td>Sabotage</td>
<td>Physical Penetration</td>
<td>Environmental Protest</td>
</tr>
</tbody>
</table>

---

23 Supervisory control and data acquisition (SCADA).
### Business Blackout

<table>
<thead>
<tr>
<th>Date</th>
<th>Event name</th>
<th>Detailed description</th>
<th>Actors</th>
<th>Motivation</th>
<th>Methodology</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nov 2008</td>
<td><strong>Pacific Energy</strong></td>
<td>A recently fired employee disarmed safety alarms on three offshore platforms.</td>
<td>Insider Attack</td>
<td>Disgruntled Employee</td>
<td>Disabling alarm systems</td>
<td>Revenge &amp; Sabotage</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>June 2009 to 2010</td>
<td><strong>Stuxnet</strong></td>
<td>Malicious code targeted ICS at an Iranian nuclear plant. A recently fired employee disarmed safety alarms on three offshore platforms.</td>
<td>Virus</td>
<td>Unknown Presumed Nation State</td>
<td>Destroying centrifuges and thwarting uranium enrichment</td>
<td>Revenge &amp; Sabotage</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2010 to Aug 2014</td>
<td><strong>Dragonfly/Havex/Energetic Bear campaign</strong></td>
<td>A campaign against defence, aviation and energy companies</td>
<td>Remote access trojan (RAT)</td>
<td>Espionage</td>
<td>Malware infection and remote access</td>
<td>Malware clean-up</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>August 2012</td>
<td><strong>Shamoon/Wiper</strong></td>
<td>A Saudi Arabian oil company, Saudi Aramco, has over 30,000 workstations knocked out</td>
<td>RAT</td>
<td>Unknown Presumed Hacking group</td>
<td>Wiping 30,000 machines of their data</td>
<td>Unknown</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>April 2013</td>
<td><strong>California Power Station</strong></td>
<td>Snipers fired at a California substation, knocking out 17 transformers.</td>
<td>Physical</td>
<td>Unknown</td>
<td>Destruction of substation oil tanks</td>
<td>Unknown</td>
</tr>
</tbody>
</table>

---

**Note:**
- **Pacific Energy** event occurred in November 2008-2009.
- **Stuxnet** event occurred from June 2009 to 2010.
- **Dragonfly/Havex/Energetic Bear campaign** event occurred from 2010 to August 2014.
- **Shamoon/Wiper** event occurred in August 2012.
- **California Power Station** event occurred in April 2013.
Annex B: The US electricity grid and cyber risk to critical infrastructure

Structure of the US electricity network

The US power grid consists of three primary components—generation, transmission and distribution—as illustrated at Figure 5:

Transmission lines take electricity from power plants and deliver it to cities and towns. Distribution resources and centres reduce the voltage of electricity and deliver to residential consumers, businesses and industrial users.

Electricity is delivered in the USA by three discrete power grid systems or ‘interconnects’: the Eastern, Western and Texas Interconnections. Transfer of power between these three major interconnects is difficult due to the fact that they operate at different frequency ranges.

The delivery of power within this grid is overseen by the North American Electric Reliability Corporation (NERC), which manages eight reliability regions across the US. Each individual reliability region is responsible for maintaining and improving the reliability of the power supply and abiding by NERC’s operating standards. The interconnects and NERC regions are shown at Figure 6 below.

Further detail on the structure of the US electricity network, which was used in the construction of the Erebos Cyber Blackout Scenario, is in the accompanying technical report (Appendix 2, available online).

Figure 5: Transmission and distribution grid structure within the US power industry

The bulk power system consists of electricity generation and transmission from power plants. Reliability standards are developed by the NERC and enforced by the FERC.

Local power distribution consists of local utility companies that deliver power directly to local communities. Distributors are regulated by state and local governments.

1. Generation
Electricity is generated at power plants by utility companies and power producers. It is directed to substations that control the voltage.

2. Transmission
Transmission lines carry electricity at high voltage over long distances to communities.

3. Distribution
Electricity from transmission lines is reduced to lower voltages at substations and distribution companies deliver power to homes and businesses.

Note: FERC regulation does not include Texas.

Information derived from the Heritage Foundation (2014).
Figure 6: NERC regions within the United States and Canadian electrical grids

Source: North American Reliability Corporation

Cyber risk and the US electricity grid

Although historically, industrial control systems (ICS) for operation of the electrical grid have been networked locally, many of these systems are now connected to the internet in order to save on costs and improve system reliability. For example, a generation plant is connected to a control room via a corporate IT network which in turn maintains a data connection to the internet. This is a major concern as ICS were not originally developed with network security in mind, potentially giving a hacker a back door into the control rooms and generation plants.

The electrical grid is becoming ever more interconnected through the implementation of the Smart Grid. Smart Grid improvements will enable better monitoring, performance and reliability of the system using thousands of remote controlled measurement devices installed at various points in the grid. Key to the Smart Grid development is the “automation technology that
lets the utility adjust and control each individual device or millions of devices from a central location.” The high connectivity envisaged in the Smart Grid is illustrated at Figure 7.

US critical infrastructure

Critical infrastructure is defined by the US Government as the "systems and assets, whether physical or virtual, so vital to the United States that the incapacity or destruction of such systems and assets would have a debilitating impact on security, national economic security, national public health or safety, or any combination of those matters.”

Within the critical infrastructure, energy and communications have a key role as they have an ‘enabling function’, meaning that they are required for the other sectors to operate. The energy sector has three segments: electricity, petroleum and natural gas.


Cyber attacks against ICS and the US power grid

In 2014, the US Industrial Control System Cyber Emergency Response Team (ICS-CERT) reported that 32% of its responses to cyber security threats to critical infrastructure occurred in the energy sector. The full breakdown of ICS cyber incidents by sector is at Figure 8 below:

Numerous cyber attacks on critical infrastructure, more specifically on ICS, have occurred around the world, as summarised in the event catalogue at Annex B. ICS is a term that encompasses supervisory control and data acquisition (SCADA) systems, distributed control systems (DCS) or programmable logic controllers (PLC). These systems are found in many industrial applications from industrial production to electricity production.
36 Datasets of electricity disturbance events from Energy.gov and EIA.gov from 2002 to 2014 were used to create the breakdown of suspected cyber attacks. An analysis method presented by Paul Hines, et al, in “Trends in the History of Large Blackouts in the United States” was used to evaluate the dataset. These datasets are compiled from submitted Form OE-417, ‘Electric Emergency Incident and Disturbance Report’. Utilities are required by law to submit this form if the outage affects more than 50,000 customers, if outage lasted longer than one hour, or if the outage was caused by a physical or suspected cyber attack.

37 US Department of Energy, Office of Electricity Delivery & Energy Reliability, Electric Disturbances Events (OE-417) Annual Summaries

 generation plants. Electricity generation plants use some form of ICS to control, automate and maintain operation of their equipment and transmission of electricity to the grid.

There have been 15 suspected cyber attacks or events on the US electricity grid since 2000. 37 Forty per cent of these attacks have occurred in the RFC and NPCC regions, as illustrated at Figure 9.

Historical case studies

The Slammer worm attack on Davis-Besse

The Slammer worm created a large amount of network traffic in a nuclear generation facility. "Davis-Besse had a firewall protecting its corporate network from the wider internet, and its configuration would have prevented a Slammer infection. However, a consultant had created a connection behind the firewall to the consultancy’s office network. This allowed Slammer to bypass the firewall and infect First Energy’s corporate network. From there, it faced no obstacle on its way to the plant control network. In response, First Energy set up a firewall between the corporate network and the plant control network.

The Davis-Besse incident highlighted the fact that most nuclear power plants, by retrofitting their SCADA systems for remote monitoring from their corporate network, had unknowingly connected their control networks to the internet. At the time, the Nuclear Regulatory Commission did not permit remote operation of plant functions.” (Kesler, 2011)

The Aurora vulnerability

in 2007, Idaho National Laboratory performed several tests to verify the potential for cyber attacks to inflict physical damage on industrial systems. The study showed that a generator could be remotely forced out of phase with the power grid through a compromise in either the protection relay or control signal. Test footage showing the physical impacts of the so-called ‘Aurora vulnerability’ was later obtained by CNN (Meserve, 2007). The compromise shown in the video resulted in either safety relays isolating the generator (and thus not supplying power), or damage to the bushings, bearings and coupling of the generator. In the case where the safety system works correctly, the generator remains undamaged and intact but no longer supplies electricity to the bulk power system. In the cases where the safety system and protection relays failed or were compromised, the generator was badly damaged and functionally unable to supply power to the bulk power system.

For the purpose of this scenario, we assume that most companies have updated their substation security, but not all, and 10% of generators remain vulnerable. As recently as 2010, discussions were still ongoing about how to improve substation design to mitigate the Aurora vulnerability. One subsequent study found that "standard generator protection is not sufficient to thwart a well-executed Aurora attack." (Zeller, 2011).
Annex C: Constructing the scenario – threats and vulnerabilities

A number of potential narratives for the scenario were reviewed and refined with a panel of 30 multi-disciplinary experts, including security specialists, representatives of the power generating companies, government officials and insurance specialists. Elements from real-world events have been blended into the scenario, along with errors in human judgement relating to security architecture and attack detection.  

There is a body of literature on cyber-physical attacks against electrical grids. This scenario represents one improbable, but not impossible, narrative.

Difficulties faced by attackers

The scenario describes a cyber attack that disrupts the power supply in the Northeastern United States. We consider who might have sufficient motivation and skills to do this below. However, regardless of access to resources or funding, it is important to highlight how difficult it is to carry out an attack that could achieve this objective.

Regional resilience of grid

The disruption of power delivery in the US cannot be achieved by disabling a single generator. The grid system compensates for losses in generating capacity and manages considerable variation in capacity at any one time, through load balancing and importing power from neighbouring regions via market mechanisms. The regional structure of the US electricity market makes it resilient.

The July 2014 peak-hour electricity demand in the NPCC and RFC regions was 194,000 MW. In order to trigger cascading failures of blackouts across any one region, a sudden reduction of at least 10% in generating capacity is needed at a time of peak demand. This means that attackers seeking to inflict widespread disruption to the grid must take out over 18,000 MW of capacity in these regions.

Focused resources on two regions

Our scenario envisions attackers focusing their efforts on achieving a blackout across two mutually supporting reliability regions, NPCC and RTC, as these serve the high profile economic regions of the east coast including New York, and the political heartland of Washington DC (see map at Figure 10). To extend the blackout to other parts of the United States, the attackers would have to replicate the same effort in the other six regions (Figure 6 above). If the objective of the attack were to disable the entire power supply of the United States it would have to be on a much larger scale and involve greater access to resources, attackers sophistication and coordination than is assumed here. In this scenario, we assume that the intent of the attacker is to demonstrate capability and to achieve a regional blackout rather than to cripple the US economy.

Further detail on the methodology used to select the NPCC and RFC regions as the targets in the Erebus scenario is in the accompanying technical report (Appendix 2, available online).

Figure 10: NPCC and RFC regions

Limitations on damage severity

It is difficult to completely destroy large numbers of generators through software controls. Physical damage sufficient to take the generator offline can be achieved (see callout box on the Aurora vulnerability, page 53), but it is likely that most generators targeted through cyber attack would ultimately be reparable.

Diversity in vulnerabilities

The US power grid is operated by many different companies each with its own systems, technologies, and importantly – localised vulnerabilities. Certain types of generators and set-up may be vulnerable to a particular type of control mechanism command, but others would not be affected. An attack that is designed to exploit a particular vulnerability can only succeed in systems with that vulnerability.

Vulnerabilities are specific to types of generator hardware, specific manufacturers, the set-up and configuration of the plant control system, the brand of software control system being used, the version of that software, the communication protocols, the security operating environment, and all the different components.
of security that need to be overcome to enable the plan to succeed. An attack can be customised to exploit a number of known vulnerabilities in one specific plant or attempt to exploit systemic vulnerabilities across large numbers of plants that operate different combinations of types of generators, different control room configurations and software set-ups is more difficult. It would require the attacker to individually customise their attack to each plant, or take a more generic approach to finding commonality of vulnerabilities, perhaps by trial and error.

Because of this diversity in the systems and components of the plant operations, the attackers are likely to succeed only in a proportion of the places that they attack. The scalability of the attack depends on the standardisation of components and systems in place. In previous cyber scenario research we have identified this concept as ‘systemically important technology enterprises’ (SITE). 39

In the power generation industry there is significant standardisation, but there is also sufficient variety and diversity in systems to give confidence that the scalability of attacks will be constrained.

Simultaneity of attack
To achieve a power blackout it is important that the attack damages multiple generators simultaneously. An attack that attempted to damage generators one after another over several days would be thwarted by operators identifying a problem after the first two or three incidents and taking generators safely offline to diagnose and remove the problem. This requirement for the attack to occur simultaneously – a ‘zero day’ attack – is one of the most technically demanding aspects of the sophistication of the attack. It requires software to be either transmitted into control systems at the exact time of the attack, or secretly insinuated into place over time and to remain completely undetectable by routine security checks before being activated by an external signal or a precise internal timer mechanism.

Access to control systems
The most complex part of an attack of this type is likely to be the insertion of the malware into the control systems of the power generating companies at the plants they operate. Generating companies are fully aware of the possibility of cyber intrusion into their systems and have sophisticated security processes, personnel, and a system architecture dedicated to preventing it. Usually, the control systems are separated from the general communications systems of the outside world by a firewall; places where information needs to transfer between the outside world and the control system are heavily screened and policed.

All systems have weaknesses with potential for a determined attacker to find ways through. A sophisticated attacker may be able to devise ways that could exploit vulnerabilities in the defences. In this scenario, we outline four potential vectors that could enable attackers to insert malware into the systems concerned.

Overall logistical burden
Considerable skills and resources would be required to successfully execute a cyber attack to disrupt power supply in the United States. The ‘logistical burden’ to the attacker of implementing an attack of this type would be high. The attackers would need to research and understand the systems that they are attacking in great detail. They need to identify vulnerabilities they can exploit and they need those vulnerabilities to remain unfixed for long enough for them to design and implement a plan to exploit them. Over time vulnerabilities are addressed and remedied, so there is a limited window of opportunity. A plan is likely to require the identification of multiple vulnerabilities – for example, a way of damaging generators through software controls, as well as a vulnerability to enable malware to be inserted into the control systems. To achieve scale, they need a variety of different approaches to penetrate the diverse systems and types of generators being operated by multiple companies.

They are likely to need a skilled team of operators to create these different code components, to coordinate, monitor and plan, and then to carry out the attack. In our scenario we envision the perpetrators needing to compromise at least 70 different plant control rooms, which is likely to take time, patience and extensive resources.

It will be critical for the attacker team that they are undetected during their preparation and implementation of the attack, which means that they need to evade the active scrutiny of law enforcement agencies, to ensure that any dealings with other parties are secure, and to route all their activities through untraceable channels. They are likely to want to remain undetected after the event to avoid retribution. This requires careful design of the malware which will be forensically examined afterwards, and the channels by which it is delivered.

They may need to obtain some level of assurance that their plan will succeed before they invest in the resources required, and may embark on tests, possibly including practice penetrations of their target facilities. If these tests are detected by the security operators of the facilities they may give themselves away, inviting law
enforcement response, and they are likely to prompt the rapid fixing of the vulnerabilities that they were planning on using.

Overall the implementation of an operation that successfully disrupts the power supply in the United States would require a significant team of personnel, a high level of skill to create undetectable malware with the functionality required, and many months of careful research, preparation and operational implementation. If this resource requirement were monetised, the attack would require the perpetrators to invest multiple millions of dollars to achieve success.

Who might do such a thing?

In this scenario, we assume that the attack is never officially attributed to a specific perpetrator. One of the characteristics of cyber attacks is the difficulty of attribution. However, the likelihood and realism of a scenario of an attack of this type depends ultimately on whether there are people with the motivation and capability to carry it out. The sophistication of the attack, and the logistical burden required, means that this type of attack is beyond the capability of amateurs, ‘script-kiddies’, or individual lone actors – it requires an organised team that is well resourced with appropriate infrastructure. There are several categories of cyber threat actor that risk analysts consider in assessing the likelihood of different types of attacks occurring. For each we consider the compatibility of this type of attack with their motivations and capabilities.

Criminal gangs

The large majority of all incidents of cyber crime are for financial gain.

Understanding the economics of cyber crime for the perpetrator as well as the victim is an important part of understanding the risk and reducing cyber crime. As with all crime, the threat of being apprehended and punished is a key deterrent, and as cyber law enforcement has improved domestically, cyber crime has increasingly become international, operating through jurisdictions where law enforcement is weak. A grey economy has grown up to support cyber crime that is fuelled by the financial gains it produces. Most activity is relatively minor crime, committed against individuals or small scale operations, but the cyber criminal world has become increasingly organised and sophisticated.

Could a sophisticated criminal gang carry out a cyber attack on the US power grid? It might be possible for a cyber crime gang to develop the high levels of capability required to carry it out, but it is difficult to envision the financial gain that the group would obtain from their attack to make it worth investing the large amount of resources required. Unless there are scenarios whereby the gang extorts money from others, or somehow exploits the blackout for massive criminal gain, it is much more likely that criminal gangs would choose other targets and easier ways to make money from their cyber activities. Criminal gangs are unlikely perpetrators of our chosen scenario.

Hacktivists

Activists campaigning for specific causes have been the instigators of skilled hacking attacks. Causes such as libertarianism, anti-establishment ideology, freedom of information and anti-surveillance, environmentalism, and anti-capitalism have been used to justify cyber attacks that obtain and release information, disrupt business activities, and publicise specific issues. It is conceivable that the ingenuity that hacktivists apply to penetrating corporate networks could be applied to a broader attack on the power grid, perhaps attempting to justify it as some protest against energy consumption or economic inequality. However the exercise would require significantly greater organisational capabilities and resource levels than the community has displayed to date. Hacktivists are unlikely perpetrators of our scenario.

Disgruntled insiders

The knowledge required to carry out damaging attacks is most commonly held by insiders working within the particular industry. There are many examples of insider attacks in companies, institutions and government departments that result from job dissatisfaction, ‘whistle-blowing’ on wrong-doing, or, in some cases, the desire to draw attention to vulnerabilities. The October 2001 anthrax attacks in the United States are suspected to have been the work of an insider scientist in biodefence labs trying to draw attention to the potential for bioterror attacks. A similar motivation could cause an employee of the power industry to draw attention to vulnerabilities by mounting a demonstration attack. Insiders could also be bribed to sell their domain knowledge to external teams of attackers or participate in an attack for ideological reasons. A single rogue employee would not have the resources to mount the scale of attack that we have specified in this scenario and could not achieve the level of disruption that leads to the losses we describe but could be an important resource to facilitate an attack by other groups.

Terrorist groups

Ever since the Al Qaeda attack of 9/11, 2001, the US has seen external terrorist groups as a key threat to national security. Terrorist groups have proven adept at using information technology for propaganda,

40 73.8% of cyber attacks for which a motivation can be ascribed is criminal activity for financial gain, Hackmageddon.com Feb. 2015 statistics

41 FBI (2010)
recruitment, and clandestine funding. However, there are very few examples to date of terrorist groups using cyber technologies to mount destructive attacks. In some ways, cyber attack modes may be less attractive to these perpetrators who have historically tended to prefer attacks that can generate high death tolls that spread terror in populations. It is possible that with sufficient additional resources devoted by the terrorist leadership, a terror group could implement an attack on the commercial economy of the United States as a surprise change in tactic. Our scenario however assumes that terrorist groups are not implicated and the event is not declared a terrorist event, which would likely invoke the Terrorism Risk Insurance Act (TRIA).

**State-sponsored cyber teams**
More than 20 countries are now known to maintain or be developing national cyber teams, with at least six countries having capabilities that analysts consider as 'advanced'. Most of the countries that maintain significant military capability now have cyber units. Several of these countries are potential adversaries of the United States, including North Korea and Iran. Foreign state-sponsored cyber teams from a number of countries are suspected of conducting espionage and information gathering by penetrating systems in the United States; their focus has to date tended to be on military secrets and industrial intellectual property.

Cyber attack could offer a means for hostile states to engage in 'asymmetric' warfare against the United States. The difficulty in assigning responsibility for cyber attacks affords a measure of protection for attackers seeking to avoid provoking retaliation by a stronger opponent, while the dependence of modern societies on digital networks offers the opportunity to create meaningful impacts against the target.

State-sponsored cyber teams have the capability and resources to mount an operation such as the scenario envisioned here. However even adversaries have generally avoided any direct action that would provoke an American response. Our scenario avoids having an attack that is recognised as a formal act of war. It is possible to envision situations of either miscalculation by a potential sponsor state or a state using a proxy organisation to carry out a demonstration attack, perhaps as a warning or deterrent to United States foreign policy. It would likely involve concealment or complex routes of attribution to avoid or complicate American response. There are strong deterrents for nation states in executing an attack on the US but hostile state-sponsored cyber teams are one of the few potential candidates with the resources to perpetrate a scenario of this type.

**Scale and severity**

The Northeastern United States was selected as the area of focus because of its major city targets and the diversity of its population, commercial interest, contribution to US overall GDP, and previous blackouts history. The scenario affects the two reliability regions of NPCC and RTC.

The analysis of the US power grid demonstrates that for cascading failure to occur in these two regions, the scenario needs to result in the sudden removal of around 18,000 MW of capacity during periods of peak loads.
The three scenario variants were designed to roughly correspond to the severity of power capacity losses that might be expected from accidental causes or weather events with an annual probability of 1 in 50 (S1), 1 in 100 (S2) and 1 in 200 (X1).

In the target reliability regions of NPCC and RTC, there are 676 generators with capacities above 100 MW and up to 1,400 MW, operating under the supervision of 261 power plants. Nuclear power plants were excluded from the scenario. Analysis of capacity of generators shows that it would be possible to remove 18,000 MW by taking around 50 generators offline. The extreme scenario variant, X1, has 100 generators taken offline. This increases the duration of the outage, but not the geographical extent of the impact, and increases the severity of the economic and insurance loss.

In the standard scenario, 50 generators are taken offline by a malicious malware attack. Our analysis does not specify which specific generators they are. There are many geographical permutations of damage which would achieve the same loss of generator capacity. A number of simulations were run to assess numbers of generators that might be affected, accounting for variables in the malware’s range of access and unique system vulnerabilities.

Designing an extreme cyber event
Insurance companies are familiar with applying scenarios for natural catastrophes and other extreme events, using a statistical claims history or a catastrophe model based on scientific observations. For cyber events, there is little to no claims history or probabilistic catastrophe modelling to identify the scenario of interest.

Developing a severe cyber attack scenario without a probabilistic description of expected severities from future events is a statistically challenging task. Computers have been with us since the 1940s but have only been ubiquitous since the 1980s. There is no database containing a century’s worth of detailed cyber attack history to draw upon in designing this study. Due to various schemes for reputation management and data sharing laws, the majority of Operational Technology attacks over the last 20 years have not been made public, making even a catalogue of recent reference events difficult to assemble. In order to properly gauge a severe event of low probability an extreme event analysis was performed on historical US power outage data for the period 2002–2014. Further details are described in the accompanying technical report.

This disaster scenario also has to strike a crucial balance between depicting a credible potential cyber attack and not outlining how exactly to carry one out successfully. This scenario should be read as improbable but not impossible and aims to promote debate and discussion in order to prepare the insurance market to handle the risk of an extreme cyber attack on the power grid and its wider impact.
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