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THE ESCALATION OF DECEPTION IN ORGANIZATIONS 
 

 
 

ABSTRACT 
 
 

We develop a process model that explains the escalation of deception in corrupt 

organizations. If undetected, an initial lie can begin a process whereby the ease, severity and 

pervasiveness of deception increases overtime so that it eventually becomes an organization 

level phenomenon. We propose that organizational complexity has an amplifying effect. A 

feedback loop between organization level deception and each of the escalation stages 

positively reinforces the process. 
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Oh, what a tangled web we weave 
When first we practise to deceive! 
Sir Walter Scott, Marmion, Canto VI 

 
Many of the organizations involved in the recent high-profile scandals such as Enron, 

WorldCom, Arthur Andersen and Lucent, did not start out deceitful (Clarke, Dean and 

Oliver, 2003). The founding motto of Arthur Andersen, for example, was ‘think straight, talk 

straight,’ and for many decades the company was highly principled. At some point in time, 

however, deceptive practices crept in and escalated (Cruver, 2002; McLean and Elkind, 

2004). A good deal of the popular media dissecting fraudulent practices in these 

organizations refers to the ‘snowballing’ of deception (e.g., Miller, 1995; Bennis, 2002; 

Carroll, 2002; Blair-Smith, 2004). This is where lying soars overtime in scale and scope, 

taking on a momentum of its own that eventually consumes the organization. While the topic 

of deception has been broached at the personal (Schweitzer, Ordóñez, and Douma, 2004; 

Tenbrunsel, 1998; Jones, 1991), inter-personal (Grover, 1993; Brass, Butterfield and Skaggs, 

1998) and organization levels (Ashforth and Anand, 2003; Anand, Ashforth and Joshi, 2004; 

Brief, Buttram and Dukerich, 2001), its escalation has yet to be explained. By escalation we 

mean an increase in the ease, severity and pervasiveness of deceit until the organization 

cannot operate without lying. How does lying escalate in organizations and what are the 

factors that drive it?  

This paper presents a process model explaining how deception can escalate in 

organizations. Of course, escalation is not inevitable. The deception may be a one-off event 

or arouse enough suspicion to deter further lying. But if the initial lie remains undetected, 

certain factors will make it easier to tell more lies, which overtime can increase in severity 

and pervasiveness until deception becomes an organization level phenomenon. We highlight 

the importance of organizational complexity in amplifying this escalation process, and 

identify a positive feedback loop between organization level deception and each of the 
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escalation stages. Our emphasis on organizational forces should not detract from the 

significance of individual moral responsibility. Individuals ultimately choose whether to lie 

or not, but there is a need for more inquiry into the situational processes that can escalate 

deception and give it systemic momentum. Here we concur with Gioia (1992) and Brief et al. 

(2001) that contextual factors must be incorporated into explanations of corporate 

wrongdoing. Moreover, the paper underlines deception as a distinct form of corruption. This 

is important given that the literature tends to group corrupt activities “together as if they were 

the same, conducted by the same people, under the same circumstances” (Grover, 1993: 478, 

also see Donaldson and Dunfee, 1994).  

The paper is ordered in the following way. First we define deception as a type of 

corruption. Second, we introduce and discuss the aforementioned model that explains the 

escalation of deception. Finally, future research avenues are discussed and we conclude by 

outlining the implications for management practice. 

 

DECEIT AS CORRUPTION 

We understand organizational corruption as a relatively loose concept that signifies 

the “misuse of an organizational position or authority for personal gain or organizational (or 

sub-unit) gain, where misuse in turn refers to departures from accepted societal norms” 

(Anand et al., 2004: 40). Research on corruption particularly emphasizes the undermining of 

the public good by private self- interest (Clarke, 1983; Williams, 2000; Bratsis, 2003). If 

organizations, economic interactions and markets are embedded in public networks of trust 

and fair play as Granovetter (1985) and Fukuyama (1995) suggest, then corruption misuses 

these networks for private gain either at the individual, group or organization level (Nielsen, 

2003).  
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When a significant violation of public trust has occurred, lying is a common corollary 

because the wrongdoing invites concealment. In some cases, however, deception is so 

essential that it is hardly, if at all, used to mask other corrupt activities because it is the 

corruption par excellence. This raises an important point for what follows. Deception is a 

kind of corruption that can support other forms of misconduct or exist for its own sake. For 

example, a firm that illegally pollutes the environment might deceive its public in order to 

avoid detection, while another may deceive by grossly exaggerating its financial 

performance. In the first case, the main act of corruption is pollution, while in the second 

case, it is lying. Because of its relevance to recent corporate trends involving pecuniary 

misrepresentation, this paper deals with the escalation of the latter type of deceit. 

According to Bok (1999), we lie to others when we “communicate messages meant to 

mislead them, meant to make believe what we ourselves do not believe” (Bok, 1999: 13). 

Lying may take the form of giving false information (lies of commission) or withholding 

truthful information (lies of omission) (also see Schweitzer and Croson, 1999). The two types 

of lying can reinforce each other. If a lie of commission is institutionalized, future omissions 

might maintain the deception. Conversely, if a lie of omission is tested it may evoke further 

concealment with a lie of commission. Conceptual ambiguity surrounds lies of omission 

because silence about truthful information and simple ignorance are often difficult to 

distinguish (Barnes, 1996). We therefore concentrate on lies of commission since they 

provide the most clear-cut examples of corrupt deceit (Kramer and Messick, 1996). Like 

betrayal (see Elangovan and Shapiro, 1998), lying involves a social relationship in which a 

teller wilfully conceals a truth from a receiver who is not privy to this truth. While there is 

nothing inherently immoral in this (Goffman, 1959; Elias, 2000), harmful lies are those that 

adversely affect the receiver, who would act very differently if he or she knew the truth being 

concealed. More serious still is when the deceiver unjustly gains from the lie in a way that 
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adversely impinges upon the interests and well being of the deceived. This is when deceiving 

others dovetails with conniving, wile and corruption.  

There are many reasons why some may choose to engage in deception, especially the 

type that we are interested in here concerning pecuniary misrepresentation. In the popular 

press, the most cited motivators are greed and predatory self- interest (Cruver, 2002; Levy and 

Lindsen, 2002). In his insider’s account of the 1987 Wall Street collapse, Lewis (1990) 

argued that unbridled greed coupled with low transparency was the prime source of the 

insider-trading networks that dogged the Wall Street environment. This can be called the ‘bad 

apple’ theory (Trevino and Youngblood, 1990) of lying as it focuses on individual immorality 

as the underlabor of deception. More contextual explanations highlight the environmental 

preconditions of the liar and the institutional ‘incentives’ that make lying more probable 

(Tenbrunsel, 1998; Tenbrunsel el al., 2000). For Tenbrunsel (1998), temptations like a high-

risk financial stake or project deadline can increase the propensity for deception, even among 

otherwise ethical individuals. Grover (1993) demonstrates how actors may lie in order to 

avoid anxiety in stressful work environments. Participants construe deception as a defensive 

manoeuvre rather than a devious act. At a broader level, Berenson (2003) cites the 

expectation to post ever-greater quarterly earnings as a key incentive to lie. With the decline 

of independent investment research, deception presents itself as an appealing possibility for 

organizations to meet their own unrealistic short-term forecasts. This is reflected in 

WorldCom’s inflated earnings and manipulated loss indicators (Simons, 2002; Unerman and 

O’Dwyer, 2004). Similarly, because Enron was inordinately hyped as a ‘company of the 

future’ by themselves, the press and business consultants, fraudulent off-balance sheet 

utilities became a viable alternative to admitting failure or incompetence (Mills, 2002).  
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THE ESCALATION OF DECEPTION 

While we know increasingly more about the various motivators for lying in corrupt 

organizations, its temporal development remains under-conceptualized. In this section we 

outline a process model that explains how deception can escalate (See Figure 1). The model 

begins with the initial act of deception at the individual and/or group level. Here the 

escalation of deception is not inevitable. The lie may be a one-off event or arouse enough 

suspicion to deter further deception. However, if the initial lie is undetected a number of 

factors will increase the likelihood of continued lying. We propose that as the deception 

continues its severity and pervasiveness also increases, transforming lying into an 

organization level phenomenon. Organizational complexity can amplify this process by 

directly influencing the ease, severity and pervasiveness of the deceit. Once deception has 

become an organization level phenomenon, it forms a background that further increases the 

ease, severity and pervasiveness of deception. This is indicated by the feedback loop. It 

returns to the initial act of deception to illustrate how newcomers or previously honest 

employees may begin to lie when embedded in an escalating system.   

 
--------------------------------- 
Insert Figure 1 about here 

--------------------------------- 
 

Ease of Further Deception 

Once an individual and/or group have lied at least once and it remains undetected, 

certain factors will make it easier for them to lie again in the future and thus begin or 

perpetuate the escalation process. These factors are increased incentives and rationalization. 

  First, as Tenbrunsel (1998) found, in accordance with Ferrell and Gresham (1985), 

Hunt and Vitell (1986), and Jones (1991), deception is made more probable if incentives are 

present. And since it is most likely that the incentives to lie the second time around will be 
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greater than the first, it will be easier for a manager to overcome his or her moral reservations 

and lie again. Why are the incentives greater the second time around? To answer this 

question, let us go back to the hypothetical first lie. 

A manager of a financially under-performing firm might choose to lie about its 

troublesome performance rather than disclose the truth to shareholders, regulators and the 

public. While such deception can avoid penalization and buy time, it rarely makes the 

underlying problem go away. It is like a patient falsifying his or her medical results so that 

their immediate family is not worried. Such a tactic seldom cures the disease. For example, 

but for less noble reasons, as the misalignment between Enron’s strategy and its environment 

increased, the gap between expectation and actual performance also grew, motivating 

managers to lie again as the situation worsened (McLean and Elkind, 2004: 41). Since the 

underlying causes of the under-performance were misrepresented, the incentive to continue 

lying (i.e., financial losses) increased overtime. Relatedly, when the problem that prompted 

the first lie reappears, the risk of having past untruths exposed is a powerful incentive to lie 

again. In this way, past deceit operates as a sunk cost that can escalate commitment to an 

unethical course of action, which will be increasingly difficult to reverse (Staw, 1981; Staw 

and Ross, 1987, 1989). As the lying continues, considerable effort will be required to 

maintain consistency between present and past deceitfulness (Grover, 2005).   

Second, Chugh, Banaji, and Bazerman (2005) argue that actors often make moral 

decisions within a cognitive constraint they call ‘bounded ethicality’. This is where 

individuals and/or groups employ self-serving biases with the aim of maintaining a morally 

consistent and positive view of themselves (also see Bazerman, 1994; Taylor, 1989). As 

Donaldson and Dunfee (1994) suggest, this constraint is akin to bounded rationality in that 

most moral actors are affected by it. Bounded ethicality assumes the status of rationalization 

when individuals feel compelled to justify to themselves and others why their otherwise 
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dubious behaviour is morally legitimate. According to Anand et al. (2004), rationalizations 

are mental strategies that justify corrupt activities both retrospectively (past actions) and 

prospectively (future actions). Examples include the denial of responsibility, denial of injury, 

denial of victimhood, social weighing, appeals to higher loyalties and balancing the ledger. 

Such rationalization techniques often have an institutional base, and may be supported by 

socialization forces, euphemistic language, and other organizational factors that neutralize 

potentially crippling feelings of impropriety. A common case is someone who tells him or 

herself that their corrupt activity is acceptable because “everybody is doing it”. Tenbrunsel 

and Messick (2004) suggest that rationa lization eventually ‘fades’ the moral reality in which 

corrupt decisions are embedded. The repeated rationalization of deception can routinize the 

activity, “thus minimizing the occasions in which moral questions may arise” (Kelman and 

Hamilton, 1989: 18). An ex-Enron executive captured the essence of routinized 

rationalization when he said, “You did it once, it smelled bad, …You did it again, it didn’t 

smell as bad.” (McLean and Elkind, 2004: 128).  

 

Proposition 1: Once an organizational member or group has lied and it remains 

undetected, it will become easier for them to lie again in the future. 

 

Severity of Deception 

The increased ease of lying makes it more likely that deception will continue once it 

has started, thus allowing a number of factors to increase the severity of successive lies. 

These factors are the need for cover-up lies, a deteriorating underlying situation and changing 

attitudes towards risk.  

First, additional lies may be required to cover-up past lies, which can set the scene for 

deception of a more severe kind. As Messick and Bazerman (1996) succinctly point out, 
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One risk often overlooked when practicing deceit is the continual need to 

maintain deception. Not only are original facts hidden, but the fact of hiding 

must also be hidden (Messick and Bazerman, 1996: 21)   

 

By virtue of simple numerical accretion, the severity of the deception will increase overtime 

if an actor must lie again about the initial facts and the previous lies. As Bok (1999: 25) 

vividly puts it, “it is easy, a wit observed, to tell a lie, but hard to tell only one. The first lie 

‘must be thatched with another or it will rain through.’” Because the thatching lies are not 

independent from the previous ones, the severity of the deception will invariably increase as 

the lies add-up to form a more complicated situation. Indeed, there have been a number of 

cases in which the subsequent cover-up lies rather than the initial transgression caused the 

most damage to the organization (Partnoy, 2003; Elliot and Schroth, 2002).  

Second, as discussed earlier in relation to incentives, it is unlikely that the underlying 

situation will be addressed if the lying continues, especially if it requires open and frank 

discussion among all stakeholders. Darley (1992, 1996) has demonstrated how the covering-

up of evidence pointing to past harms will often perpetuate the practices that caused the 

harms in the first place. If the underlying situation deteriorates, as occurred in Enron, 

WorldCom and Lucent, more serious forms of deception will be required to foil detection by 

interested parties. Therefore, just like an untreated disease, the situation worsens overtime 

requiring not only more lies but also more severe ones. 

Third, as the ‘losses’ that individuals and/or groups are hiding increase, their attitude 

towards risk changes. They are more willing to take greater risks, and therefore tell bigger 

lies. According to prospect theory (Kahneman and Tversky, 1979; Levy, 1992) “individuals 

will generally be risk averse when making choices involving gains (i.e., positively framed 

choices) but will take risks when making choices involving losses (i.e., negatively framed 
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choices)” (Levi and Whyte, 1997: 794). This can become a downward spiral that sees 

increasing losses reinforce heightened risk-taking, which in turn results in further losses. The 

extremely risky deals, off-balance sheet vehicles and bewildering financing structures that 

Enron concocted when the company deteriorated is a good case in point (McLean and Elkind, 

2004).  

  

Proposition 2: As organization actors continue to lie, the severity of their deception 

will increase.   

 

Pervasiveness of Deception 

When the lying increases in severity, it also tends to become more pervasive within 

the organization as larger numbers of people get involved. Only in exceptional cases can a 

sole individual support serious deceit, with the example of Nick Leeson, who single-handedly 

bankrupted Barings Bank coming to mind. Usually, it is reasonable to expect that the more 

severe a lie becomes, the more likely it will transcend the span of control of a particular 

individual or sub-unit. That is, more people will need to participate in the deception when its 

severity outstrips the control of an individual or group in the organization. Overtime more 

organizational members will be persuaded, enticed, coaxed, threatened, or socialized to join 

in the deception. Resisting these enlisting processes is difficult for at least three reasons. 

First, deception may be sanctioned, condoned or ordered by an authority figure (Brief 

et al., 2001), making participation seem legitimate and often desirable (Kelman and Hamlton, 

1989). As Cialdini, Petrova and Goldstein (2004) argue, “honest employees can be converted 

into wrongdoers in a number of ways, but the process often begins with peer pressure or a 

supervisor’s direct request” (Cialdini et al., 2004: 70). Second, enlisting processes are often 

couched in what Bandura (1990) calls ‘hygienic language’ that “provides a convenient device 
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for masking reprehensible activities or even conferring a respectable status upon them” 

(1990: 31). Third, individuals might not be enlisted to do anything deceitful at first, but with 

time they drift along a ‘continuum of destructiveness’ until they are too involved to go back 

(Darley, 1992). This is what Cialdini (1996) calls the ‘foot in the door’ principle whereby a 

minor initial commitment positively primes the actor for a more significant related request. 

As the deceit gets increasingly serious and becomes part of unofficial operating procedure, it  

moves from a case of destructive deviance, where one person lies in contrast to the norm of 

honesty, to destructive conformity where deceit is the organizational norm (Warren, 2003).  

 

Proposition 3: As the severity of lying increases, so will its pervasiveness 

within the organization.  

 

Amplification through Organizational Complexity 

In addition to the above, we propose that organizational complexity can amplify the 

escalation process by heightening the ease, severity and pervasiveness of lying. 

Organizational complexity connotes a significant level of differentiation and specialization 

within the organization in relation to profession, task, information access, technology and so-

forth (Khandwala, 1977; Perrow, 1984; Dooley and Van de Ven, 1999; Thompson, 1967). 

We argue that a deep and complex division of labour can amplify the escalation of deception 

by facilitating further rationalization, creating low transparency and multiplying a lie many 

times over.  

Organizational complexity may amplify the ease of further deception by increasing 

the propensity for rationalization. Most of the participants in the WorldCom case knew the 

company was in serious trouble, but the labyrinthine complexity of the deceit divided the 

everyday process of lying into less alarming acts (Jeter, 2003). These fragmented and 
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complex networks diffuse the moral weight of the deception through compartmentalization. 

Individuals are more likely to rationalize their immoral behaviour if they perform only a 

small and isolated part of it (Darley, 1992). Actors tell themselves that their role is not that 

serious. Jackall’s (1988) classic ethnographic account of a large finance institution 

demonstrates how ethical compunction is reduced when the job is divided into seemingly 

insignificant tasks distanced from the overall outcome (also see Bandura, 1990; Brief et al., 

2001; Schweitzer et al., 2004). This is consistent with Bauman’s (1991) argument regarding 

the complex chain of duties that allowed the holocaust to proceed in Nazi Germany: “Once 

isolated from their distant consequences, most functionally specialized acts either pass moral 

test easily, or are morally indifferent” (Bauman, 1991:101).  

Organizational complexity can amplify the severity of deceit by reducing 

transparency, which provides space for more serious acts of wrongdoing. As the recent cases 

of large-scale corporate corruption illustrate, individuals and groups utilized convoluted 

accounting systems in order to conceal their activities. The resulting ‘fog of complexity’ 

(Elliot and Schroth, 2002) makes deception “difficult to control or understand as more 

activities are conducted out of the boundaries of normal managerial control” (Elliot and 

Schroth, 2002: 104). If also coupled with high job autonomy (Vaughn, 1990), organizational 

complexity can provide elaborate ‘hiding places’ that facilitates increased severity once the 

escalation process is underway. This is illustrated in the exceptional case of Barings Bank. 

When nobody noticed Leeson’s initial act of fraud, he engaged in ever-greater forms of 

deception to cover-up the growing losses. According to Partnoy (2003), the reason Leeson’s 

dishonesty ballooned out of control was because of his specialized and inconspicuous 

position in a vast bureaucratic structure. The lax control mechanisms proved fertile ground 

for Leeson’s malfeasance. Ironically, a few months before the rouge trader began his 
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fraudulent activities, Barings’ opted against investing a small sum on computer software that 

would have detected the deception immediately (Partnoy, 2003).         

Organizational complexity may also amplify the escalation process by multiplying a 

lie many times over into the future, and/or implicating other parts of the organization, thus 

increasing its pervasiveness. Because deceptive activities often take place at different levels 

of aggregation, complex structures can reverberate the deception as different departments or 

sub-units absorb the contaminated information when conducting their day-to-day operations. 

In this way, deception can also infiltrate future reporting. A lie told in the past by a few 

individuals can spread into the future making any effort for honest reporting misleading at 

best, useless at worst. In such a setting, even legal accounting activities will perpetuate the 

overall deception of the organization. According to McLean and Elkind (2004) this became 

apparent to US Government investigators in their effort to prosecute Enron: 

 

… the government was no longer focusing on narrow illegal acts. Instead, it 

was making the case that Enron was fundamentally a fraud – and it didn’t 

matter if this particular accounting move, or that one, was technically legal. 

Taken in its entirety, Enron’s accounting practices violated the law because 

they perpetuated fraud (McLean and Elkind, 2004: 414). 

 
 

Proposition 4 follows: 

 

Proposition 4: Organizational complexity amplifies the escalation process 

by increasing the ease, severity and pervasiveness of deception. 
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Organization Level Deception and Feedback Loop  

 Having escalated in ease, severity and pervasiveness, deception can transform into an 

organization level phenomenon. Brief et al. (2001) and Baucus (1994) suggest that 

institutionalized illegality is qualitatively different to individual and/or group wrongdoing 

because it assumes a systemic and commonplace status. Similarly, when lying escalates to an 

organization level phenomenon, it is no longer an exception to operating norms but 

fundamental to them. The organization is characterized by destructive conformity rather than 

destructive deviance (Warren, 2003). In the Enron, WorldCom and Lucent cases it is possible 

to discern a kind of ‘tipping point’ (Gladwell, 2002; Shapiro, 2003) in which more of the 

organization is deceptive than not (in both qualitative and quantitative terms). Once lying is 

institutionalized within the structures and unofficial norms of the organization, it directly and 

indirectly affects much of day-to-day procedure. When escalation has reached this point, 

deception forms a background that positively reinforces continued escalation at each of the 

stages. This is denoted in our model by a feedback loop.  

Organization level deception encourages newcomers and previously honest members 

to begin lying. While at some point an initial lie begins the process of escalation, once it is an 

organization level phenomenon, more first lies are likely. Socialization techniques like peer 

pressure will encourage deception at the individual level, and previously employed 

prospective rationalizations will function as readymade organizational ‘scripts’ (Gioia, 1992) 

that make it easier for individuals and/or groups to start lying. The absence of detection may 

confer an element of legitimacy on the deception. Moreover, the sheer momentum of the 

escalating system will quickly implicate individuals and/or groups in the lies of others. 

Failing to lie will then risk detection, censure from superiors and negative peer appraisal.   
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Proposition 5: When deception is an organization level phenomenon, it is more 

likely that previously honest individuals and/or groups will begin lying. 

 

Organization level deception further increases the ease of successive lying through 

rationalization and incentives. Anand et al. (2004) indicate that the denial of responsibility is 

a prominent rationalization technique. It is easier to engage in wrongdoing if an actor feels 

that they have little choice in the matter because “everybody is doing it”. If lying is an 

unofficial norm in the organization that is integral to its everyday functioning, then 

individuals and/or groups are more likely to rationalize via the denial of responsibility. 

Moreover, when deception is an organization level phenomenon, the incentive to lie again is 

greater. This is because the malfeasance is so fundamental that its discovery will jeopardize 

the very survival of the organization. Indeed, many of the corrupt individuals at Enron 

portrayed themselves as ‘heroes’ committed to rescuing the company.  

 

Proposition 6: The incentives and rationalizations for further lying will be 

greater when deception has escalated to an organization level phenomenon. 

 

Organization level deception further increases the severity of lying by instigating lax 

monitoring practices that would normally check unethical behaviour. We noted earlier that 

because complexity provides ‘hiding places’ there is more opportunity for lies to grow worse. 

When the organization itself has become a corrupt entity and deceit imbues the informal 

norms and structures of daily operating practice, the firm’s willingness to police truthfulness 

at the individual and/or group level is likely to be less. This is evident in the Enron case 

where those responsible for internal monitoring did not adequately enforce existing practices 

lest they themselves were detected (McLean and Elkind, 2004). This laxity was exacerbated 
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by Arthur Andersen’s collusive unwillingness to activate correct auditing procedures 

(Bazerman, Morgan, and Lowenstein, 1997). As Enron’s financial situation quickly 

deteriorated, Arthur Andersen’s negligence actually encouraged greater forms of deceptive 

wrongdoing because actors knew they could get away with it (Cruver, 2002; McLean and 

Elkind, 2004). 

 

Proposition 7: Organization level deception will encourage more severe lying by 

instigating lax monitoring mechanisms.   

 

Organization level deception further increases the pervasiveness of lying through 

strong socialization processes. Emphasizing the institutional dimensions of corruption, 

Cialdini et al. (2004) argue that “unethical corporations do not merely select and retain 

dishonest employees; they create them too” (Cialdini et al., 2004: 70). We earlier described 

how deception is made more pervasive through enlisting practices. Once deception is 

instituted within important parts of the organization and remains undetected by the public, it 

is likely that these enlisting practices will develop into full-blown socialization rituals 

(Abdolmohammadi, Read and Scarbough, 2003). Again, adapting Warren (2003), 

socialization helps transform destructive deviance into destructive conformity, in which an 

actor will feel deviant and abnormal if they do not lie. When deception becomes a dominant 

norm, socialization techniques assume an important maintenance role. Peer pressure, 

inculcation, normalization, etc. will incorporate still more people into the organization’s 

deceptive culture (Brief et al., 2001) and thus increase the pervasiveness of lying.  

  

Proposition 8: When deception is an organization level phenomenon, its 

pervasiveness will increase through socialization processes.    
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FUTURE RESEARCH  
 

 The escalation model we have developed invites empirical research to test its 

suitability for generating and explaining data. But a number of challenges have to be 

addressed. Because the model identifies an overall process that is highly interconnected, it 

will be difficult to isolate and test any single proposal without duly considering the related 

proposals and phases they represent. As Langley (1999) argues, process data are notoriously 

difficult to gather because “process phenomena have a fluid character that spreads out over 

both space and time” (Langley, 1999: 692). A holistic approach to data collection is required. 

Moreover, because it is unlikely that researchers will capture the initial act of deception and 

follow its temporal development, data collection will usually begin either mid-way through 

the escalation process or even after it has completed its course. Coupled with the inherent 

ethical difficulties of gathering real time data concerning deceptive corruption, the model 

does appear to favour a retrospective analysis of events. The collection of retrospective data 

through case study interviews, document analysis and reports will require careful attention to 

possible interpretive bias. The reconstruction of past events in relation to a particular theory 

of development may run the risk of ‘self- fulfilling prophecy’ (Van de Ven and Poole, 1995) 

where researchers simply see what they want to see. We therefore recommend the use of 

falsification protocols when testing the predictive accuracy of the model. 

Future research could provide more insight into the initial act of deception that begins 

the escalation process, especially in relation to sunk-costs. If the undetected lie is a 

precondition of escalation, then it must be severe enough for sunk-cost commitments to tempt 

the perpetrator to continue lying. How is this dynamic between severity and detection 

managed in the initial stages of the escalation process? For example, deceptive actors may 

attempt to enlist parties who would have otherwise raised the alarm (as illustrated in the 

Enron and Arthur Andersen case). Such enlisting tactics themselves would involve 
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considerable risk of detection, and may too follow a pattern of escalation in which the 

enlisted party is increasingly implicated overtime.   

More investigation is also required concerning the final stages of the escalation 

process. In a sense, our model identifies a self-perpetuating system in which lying increases 

in ease, severity and pervasiveness. But this process cannot continue indefinitely. Once 

deception is an organization level phenomenon, at what point does the escalation process 

result in crisis? Is there a threshold beyond which it is impossible to save the organization? 

When the lying has become so serious that public disclosure is inevitable, the ethical 

decision-making processes of individuals may change. It is possible that deeply implicated 

employees might continue to lie even after organization’s collapse, while less involved 

employees ‘come clean’ when they perceive that detection is imminent. Although the vision 

of Arthur Andersen employees frenetically shredding documents comes to mind, whistle-

blowing may also be likely in the final stages of the escalation process (Near and Miceli, 

1995; Warren, 2003). Additional inquiry is necessary to understand the changing dynamics of 

deception and ethical reasoning during the terminal phase of the escalation process.   

     Is the propensity for the escalation of deception the same in different organizational or 

industry settings? For example, Baucus (1994) suggests that corruption is more likely in 

mature industries. Does this hold for deception and its escalation? Cross-sectional analysis of 

deceptive practices over a range of industries would provide a macro-framework for our 

model. One could argue that deceptive practices are more likely to escalate in high rivalry 

(Porter, 1980) and/or low munificence environments (Aldrich, 1979; Castrogiovanni, 1991), 

as financial expectations are more difficult to achieve, and therefore the pressure to deceive 

greater (Berenson, 2003). 

 Organizational complexity is identified as an important amplifying factor in the 

escalation process. At present the model treats complexity as a variable, but does the level of 
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complexity have a proportional amplification effect on the ease, severity and pervasiveness of 

deception or is there a degree of unevenness? Future research can use established measures of 

organizational complexity (Dooley, 2002) to analyze its precise impact on the escalation 

process. Further more, we proposed that the isolation and autonomy afforded by 

organizational complexity may amplify the severity of deception. Does this involve an 

opposite force to the socialization mechanisms that can increase the pervasiveness of lying? 

While the former represents social isolation, the latter engenders social unity. Theories of 

networking in corrupt organizations (Brass et al., 1998; Nielsen, 2003) might show how this 

tension is resolved as enlisting and socialization mechanisms spread through complex and 

loosely coupled organizational systems.    

 

CONCLUSION 

Our escalation of deception model contributes to the existing literature in four ways. 

First, it eschews static descriptions of lying by conceptualizing it as a process that changes 

overtime. While a lie may be a one-off event in corrupt organizations, the model pinpoints 

the factors that can give it temporal momentum. Second, it provides an analytically rigorous 

explanation of how the lying process can escalate and consume an organization, and gives a 

firmer theoretical basis to rather vague anecdotal terms such as the ‘snowballing’ or ‘slippery 

slope’ of deception. Third, the paper has isolated deception as a specific case of corruption 

that may function differently to other forms of organizationa l wrongdoing. The distinction 

between deception as the support to other corrupt activities and deception as the main act of 

corruption provides a nuanced understanding of lying specifically, and corruption more 

generally. And fourth, our paper supports the call for conceptualizations of corruption that 

emphasize contextual and organizational forces (Gioia, 1992; Brief et al., 2001). While 
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individuals can choose not to lie at any point in the escalation process, the model highlights 

the situational pressures that have them choose otherwise.  

Finally, we feel that our paper has important implications for management practice. 

The main implication is that managers and other stakeholders should catch, stop, and reverse 

deception before the escalation process gathers momentum and it becomes an organizational 

phenomenon. As long as deception remains a form of destructive deviance rather that 

destructive conformity, we believe, it is reversible, the situation manageable and the 

organization salvageable (Baucus and Baucus, 1997). In order to prevent the escalation 

process managers should try to detect initial lies as soon as possible through rigorous 

monitoring systems, reduce the incentives and opportunities to rationalize lying, and enhance 

individual and/or group transparency through supporting both internal and external auditing 

mechanisms. These measures should help in any endeavour to prevent or curb the escalation 

of deception in organizations.   
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